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1
ORIGINATOR AND RECIPIENT BASED
TRANSMISSIONS IN WIRELESS
COMMUNICATIONS

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application is a continuation of and claims
priority to U.S. patent application Ser. No. 14/480,542, filed
Sep. 8, 2014, which is a continuation of and claims priority to
U.S. patent application Ser. No. 14/309,332, filed Jun. 19,
2014, which is a continuation of and claims priority to U.S.
patent application Ser. No. 13/010,629, filed Jan. 20, 2011,
which is a continuation of and claims priority to U.S. patent
application Ser. No. 11/880,825, filed Jul. 23, 2007, issued as
U.S. Pat. No. 8,363,744 on Jan. 29, 2013, which is a continu-
ation-in-part of and claims priority to U.S. patent application
Ser. No. 09/878,789, filed Jun. 10, 2001, issued as U.S. Pat.
No. 7,248,841 on Jul. 24, 2007, each of which is incorporated
herein by reference in its entirety for all purposes. Also, U.S.
patent application Ser. No. 09/878,789 is a non-provisional of
and claims priority to U.S. Provisional Patent Application
Ser. No. 60/211,462, filed Jun. 13, 2000, and to U.S. Provi-
sional Patent Application Ser. No. 60/243,831, filed Oct. 27,
2000.

FIELD OF THE INVENTION

The present invention relates to MIMO devices, and more
particularly to MIMO devices capable of being utilized in
point-to-multipoint and mesh networks.

BACKGROUND

The field of wireless communication networks has chal-
lenged implementers with continuously discovered syner-
gies, both positive and negative. The sea of signaling has long
grown from scattered and isolated sparks of Morse code to the
modern-day roar of intermingling transmissions. The sim-
plicity of the directional link (Point to Point) was replaced by
the broadcast (Point to Multipoint) and is being replaced by
the mesh (Multipoint to Multipoint) and even the relaying,
multi-hop, interactive mesh; also, the continuous-transmis-
sion format is being replaced by short and varying packets.
The complexities of variations in real world conditions con-
stantly changing topography, overlapping wave signals, and
unpredictable and intermittent faults or blockages—all chal-
lenge the existing methods and systems. Further description
of some of these problems are discussed as follows.

Wireless electromagnetic communication networks both
enable competitive access to fixed link networks, whether
they employ fiber, optical, or even copper lines, and provide a
competitive alternative (such as linking computers ina WAN,
or multiple appliances in an infrared network). The demand
for high signal content capacity (above 1 to 2 MB/second) has
increased dramatically in the last few years due to both tele-
communications deregulation and the new service opportu-
nities presented by the Internet.

Originally, wireless communication was either single-sta-
tion to single-station (also known as point-to-point, PTP), or
single-station to multiple station (also known as point-to-
multiple-point, or PMP). PTP communication generally pre-
sumed equal capabilities at each end of the link; PMP com-
munication usually presumed greater capabilities at the single
core point than at any of the penumbral multiple points it
communicated with. The topology of any PTP network was a
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2

disconnected set of linear links (FIG. 1); the topology of a
PMP network was a ‘star’ or ‘hub and spoke’ (FIG. 2).

As the price for more complex hardware has declined and
capability increased, PMP is winning over PTP. For economic
reasons, a wireless electromagnetic communication net-
work’s nodes, or transceivers, usually vary in capacity. Most
such wireless electromagnetic communication networks have
a core hierarchy of Base Stations (BS), each comprising a
multiplicity of sector antennae spatially separated in a known
configuration, and a penumbral cloud of individual subscriber
units (SU). If each BS communicates over a different fre-
quency, then each SU must either have a tuned receiver for
each station to which the subscriber tunes or, more com-
monly, a tunable receiver capable of reaching the range of
frequencies encompassing those BSs to which it subscribes.
(FIG. 3 shows two BSs and six SUs, four of whom subscribe
to each BS, with different frequencies indicated in 3A and
3B)

To increase the coverage in a given geographical area, PMP
networks are typically deployed in multiple cells over the
total service area of the network, with each SU linked to a
single BS at a time except (in some mobile communication
instantiations) during handoff intervals when it is transition-
ing from one cell to another. Although these cells are nomi-
nally non-overlapping, in reality emissions contained within
one cell easily and typically propagate to adjacent cells, cre-
ating new problems of interference, as one cell’s signal
became noise to all other surrounding cells (intercell interfer-
ence).

A number of different topologies (driven somewhat by the
technology, and somewhat by the geography of the area in
which the network existed), have been developed, including
ring networks, both open and closed, and mesh networks.
These efforts tried to maximize the coverage and clarity for
the network as a whole, while minimizing the number of BS
locations, minimizing BS complexity (and thus cost), and
minimizing SU complexity (and thus cost).

The inherently multipoint nature of wireless communica-
tion networks, i.e., their ability to arbitrarily and flexibly
connect multiple origination and destination nodes, has
spawned a growing demand for methods and apparatus that
will enable each particular wireless electromagnetic commu-
nication network to exploit their particular part of the spec-
trum and geography in constantly-changing and unpredict-
able economic and financial environments. Efficient use of
both capacity and available power for a network, for a par-
ticular constraint set of frequencies, power, and hardware, is
more in demand than ever as the competitive field and avail-
able spectrum grows more and more crowded.

The prior art includes many schemes for maximizing sig-
nal clarity and minimizing interference between nodes in a
complex, multipoint environment. These include differentia-
tion by: (a) Frequency channels; (b) time slots; (¢) code
spreading; and (d) spatial separation.

First generation systems (e.g. AMPS, NORDIC) devel-
oped for cellular mobile radio systems (CMRS) provide fre-
quency-division multiple access (FDMA) communication
between a BS and multiple SUs, by allowing each SU to
communicate with the BS on only one of several non-over-
lapping frequency channels covering the spectrum available
to the system. This approach allows each SU to ‘tune out’
those frequencies that are not assigned, or not authorized, to
send to it. Intercell interference is then mitigated by further
restricting frequency channels available to adjacent BS’s in
the network, such that BS’s and SU’s reusing the same fre-
quency channel are geographically removed from each other;
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factor-of -7 reductions in available channels (“reuse factors™)
are typically employed in first generation systems.

The total number of channels available at each BS is there-
fore a function of channel bandwidth employed by the system
and/or economically usable at the SU. Hardware and regula-
tory limits on total spectrum available for such channels, and
interference mitigation needs of'the cellular network (cellular
reuse factor), effectively constrain the divisibility of the spec-
trum and thus the geographical interacting complexity of
current networks. (i.e. if the hardware requires a 200 kHz
differentiation, and the network has 5 MHz of spectrum avail-
able, then 25 separate channels are available.) Channelization
for most 1G cellularis 25-30 kHz (30 kHz in US, 25 kHz most
other places; for 2G cellular is 30 kHz (FDMA-TDMA) for
1S-136, 200 kHz for (FDMA-TDMA) GSM, 1.25 MHz for
(FDMA-CDMA) 1S-95; 2.5G maintains GSM time-fre-
quency layout; and proposed and now-instantiated channel-
ization for 3G cellular is FDMA-TDMA-CDMA with 5
MHz, 10 MHz, and 20 MHz frequency channels.

Most so-called second generation CMRS and Personal
Communication Services (PCS) (e.g. GSM and IS-136), and
‘2.5 generation’ mobility systems (e.g., EDGE), further
divide each frequency channel into time slots allocated over
time frames, to provide Time Division Multiple Access
(TDMA) between a BS and SUs. (For example, if the hard-
ware requires at least 1 ms of signal and the polling cycleis 10
ms, only 10 separate channels are available; the first from O to
1 ms, the second from 1 to 2 ms, and so on.) The combination
of TDMA with FDMA nominally multiplies the number of
channels available at a given BS for a given increase in hard-
ware complexity. This increase hardware need comes from
the fact that such an approach will require the system to
employ a more complex modulation format, one that can
support individual and combined FDMA-TDMA, e.g., FM
(for FDMA AMPS) versus slotted root-Nyquist .pi./4-
DQPSK (for IS-136 and EDGE) or GMSK (for GSM).

Some second generation mobility systems (e.g. IS95), and
most third generation mobility systems, provide code divi-
sion multiple access (CDMA) between a BS and multiple
SUs (for example, IS-136 provides FDMA at 1.25 MHz),
using different, fixed spreading codes for each link. The addi-
tional “degrees of freedom™ (redundant time or frequency
transmission) used by this or other spread spectrum modula-
tion can (among other advantages) mitigate or even exploit
channel distortion due to propagation between nodes over
multiple paths, e.g., a direct and reflection path (FIG. 4), by
allowing the communicator to operate in the presence of
multipath frequency “nulls” our outages that may be signifi-
cantly larger then the bandwidth of the prespread baseband
signal (but less than the bandwidth of the spread signal).

Different spreading code techniques include direct-se-
quence spread spectrum (DSSS) and frequency hop multiple
access (FMHA); for each implemented, the hardware at each
end of a link has to be able to manage the frequency and/or
time modulation to encode and decode the signal correctly.
Spreading codes can also be made adaptive, based on user,
interference, and channel conditions. But each increase in the
complexity of spread spectrum modulation and spreading
code techniques useable by a network increases the complex-
ity of the constituent parts of the network, for either every BS
and SU can handle every technique implemented in the net-
work, or the risk arises that a BS will not be able to commu-
nicate to a particular SU should they lack common coding

Finally, communication nodes may employ further spatial
means to improve communications capability e.g. to allow
BS’s to link with larger numbers of SU’s, e.g., using multiple
antennae with azimuthally separated mainlobe gain
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responses, to communicate with SU’s over multiple spatial
sectors covering its service area. These antennae can provide
space division multiple access (SDMA) between multiple
SU’s communicating with the BS over the same frequency
channel, time slot, or spreading code, or to provide reuse
enhancement by decreasing range between BS’s allowed to
use the same time slot or frequency channel (thereby reducing
reuse factor required by the communication system). A BS
may communicate with an intended SU using a fixed antenna
aimed at a well-defined, fixed-angle sectors (e.g. Sector 1
being between 0 and 60 degrees, Sector 2 between 60 and 120
degrees, and so forth), or using an adaptive or “smart” antenna
that combines multiple antennae feeds to optimize spatial
response on each frequency channel and time slot. The latter
approach can further limit or reduce interference received at
BS or SU nodes, by directing selective ‘nulls’ in the direction
of SU’s during BS operations. (FIG. 5). This is straightfor-
ward at the BS receiver, more difficult at the BS transmitter
(unless if the system is time-division duplex (TDD) or other-
wise single-frequency (e.g., simplex, as commonly employed
in private mobile radio systems)), or if the SU is based at
“large” platforms such as planes, trains, or automobiles, or
are used in other applications. This approach can provide
additional benefits, by mitigating or even exploiting channel
distortion due to propagation between nodes over multiple
paths, e.g., a direct and reflection path. A further refinement
that has been at least considered possible to adaptive SDMA
signal management is the use of signal polarization, which
can double degrees of freedom available to mitigate interfer-
ence or multipath at BS or SU receivers, or to increase capac-
ity available at individual links or nodes in the network.
However, current implementations generally require anten-
nae and transmissions with size or co-location requirements
that are infeasible (measurable in meters) for high-mobility
network units.

Various combinations of TDMA, CDMA, FDMA, and
SDMA approaches have been envisioned or implemented for
many other applications and services, including private
mobile radio (PMR) services; location/monitoring services
(LMS) and Telematics services; fixed wireless access (FWA)
services; wireless local, municipal, and wide area networks
(LAN’s, MAN’s, and WAN’s), and wireless backhaul net-
works.

In other prior art implementations, a more-complex and
capable BS assigns and manages the differentiation scheme
or schemes among its SU’s, using scheduling and assignment
algorithms of varying power, complexity, and coordination to
manage communications between the BS and its SU’s, and
between BS’s in the overall wireless electromagnetic com-
munications network. For all such networks, the key goal of
these implementations are to provide a desired increase in
capacity or performance (e.g., quality of service, power con-
sumption, range, availability, or deployment advantage) in
exchange for the increasing complexity and cost of the imple-
mentation. Everyone wants more bang for the buck, despite
the limitations imposed by physics and hardware.

It is worth noting for the moment that none of the prior art
contains means for managing power at the local level, that is,
at each particular node, which benefits the wireless commu-
nications network as a whole. It is also worth noting that all
encounter a real-world complexity: the more power that is
poured into one particular signal, the more that signal
becomes ‘noise’ to all other signals in the area it is sent to.
(Even spatial differentiation only ‘localizes’ that problem to
the given sector of the transmission; it does not resolve it.)

In two-way communication networks, the network must
provide means to communicate in each link direction, i.e.,
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from the BS to the SU, and from the SU back to the BS. Most
PMP networks provide communication not only from the BS
to the SU, and from the SU to the BS, but from one SUto a BS,
thence to another BS, and eventually to another SU (FIG. 6A).
This requires additional channels and fails to exploit possible
diversity already present (FIG. 6B). Generally, each indi-
vidual SU is less complex (in hardware and embedded soft-
ware) than a BS to leverage the higher cost of the more
complex BS over the many lesser SU nodes. Considerations
affecting this provision in the prior art include: two-way
communication protocols (so your signal is recognized as
distinct from noise); traffic symmetry or asymmetry at the
link or node, and user traffic models. Each of these is briefly
discussed in turn.

Protocols are necessary to govern the transmission and
reception process. Protocols that have been used to accom-
plish this in prior art include: (a) Simplex, (b) Frequency
Division Duplex (FDD), and (¢) Time Division Duplex
(TDD) protocols.

A Simplex protocol, as the name suggests, enforces the
simplest communication method: each communication is
one-way, with the communication between two users occur-
ring serially, rather than simultaneously. (E.g., the method
still used by ham radio enthusiasts today, when a speaker
signals the start of his message with his call sign or name, the
end of one part of his message with ‘over’, and the end of his
link to the recipient with, ‘over and out’.) In this protocol, an
originating node first transmits an entire message to a recipi-
ent node, after which the recipient node is provided with an
opportunity to transmit back to the originating node. This
retransmission can be a lengthy return message; a brief
acknowledgement and possible request for retransmission of
erroneous messages; or no message at all. Simplex protocols
are commonly used in private mobile radio services; family
radio networks; push-to-talk (PTT) radio links; and tactical
military radios such as SINCGARS. Simplex protocols also
form the basis of many ad hoc and random access radio
systems such as Slotted ALOHA.

Two-way communication is much more complex (as any-
one who has tried to speak and listen simultaneously can
attest). Frequency Division Duplex (FDD) protocols divide
the flow of communication between two widely separated
frequency channels in FDMA networks, such that all
“uplink” nodes (BS’s) receive data from “downlink” nodes
(SU’s) over one block of uplink frequency channels, and
transmit data back to the downlink nodes over a separate
block of downlink frequency channels. The uplink and down-
link blocks are separated at each end of the link using a
“frequency diplexer” with sufficient isolation (out-of-block
signal rejection) to allow the receive channel to be received
without significant crosstalk from the (much stronger) trans-
mit signal.

Time Division Duplex (TDD), though perceived by the
users as being simultaneous, is technically serial; this proto-
col provides two-way communication in FDMA-TDMA net-
works by dividing each TDMA time frame into alternating
uplink and downlink subframes in which data is passed to and
from the uplink and downlink nodes (FIG. 8). The duration of
the TDMA frame is short enough to be imperceptible to the
network and user. Itis both simpler to implement and uses less
of the scarce bandwidth than FDD.

Traffic symmetry (and its reverse, asymmetry), refers to the
relative uplink and downlink data rate, either on an individual
link (uplink/downlink pair), or aggregated at an individual
node in the network. For links, the question is whether the
direction of the communication between one node and
another makes a difference. If the uplink from the BS to the
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SU is substantively similar to the downlink from the SU to the
BS, then the link communication is described as symmetric.
On the other hand, if the downlink from the BS to the SU is
substantially greater than any uplink from the SU to the BS,
then the link communication is asymmetric. This can be envi-
sioned as follows: does the communication link between node
A and node B represent a pipe, or a funnel? It doesn’t matter
which way the pipe/funnel is pointing, it is the comparison
between uplink and downlink capacity that determines the
symmetry or asymmetry.

For nodes, the symmetry or asymmetry may refer to the
relative capacity of one node to the others. When each BS has
far more capacity than the individual SUs, the network’s
nodes are asymmetric (FIG. 9, where C and E>B and A>D).
If, on the other hand, each node is reasonably alike in capac-
ity, then they are symmetric. This is also known as a ‘peer-
to-peer’ network. The former is the most common instantia-
tion in the prior art for wireless electromagnetic
communications networks.

A final consideration is the traffic model for the network as
awhole. Just as a highway engineer has to consider more than
the physics effecting each particular car at each point along
the road when designing the interchanges and road system,
those building a wireless multipoint electromagnetic commu-
nication network must consider how the communication traf-
fic will be handled. The two dimensions, or differentiations,
currently seen are (a) how individual communications are
switched (i.e. how messages are passed along the links from
the origination node to the recipient node and vice versa), and
(b) how a particular communication is distributed amongst
the set of nodes between the two end-points (i.e. whether a
single path or diverse paths are used).

The two models for how communications are switched are
the circuit-switched and packet-switched models. The former
is best exemplified by the modern Public Switched Telephone
Network (PSTN). When user A wants to communicate with
user B, a definite and fixed circuit is established from A
through any number of intervening points to user B, and that
circuit is reserved for their use until the communication ends
(A or B hangs up). Because the PSTN originated when all
communication links had to be made by elements that shared
the same capacity limit as the telephone users, that is, by
human operators, they had no such excess capacity to exploit.
(There was a point in time when economists extrapolated that
the needed number of operators would exceed the number of
human beings.) Fortunately automated circuit switching was
developed.

The downside to the circuit-switched model is that the
network’s resources are used inefficiently; those parts com-
prising a given circuit are tied up during relatively long peri-
ods of dormancy, since the dedicated circuits are in place
during active as well as inactive periods of conversations
(roughly 40% in each link direction for voice telephony). This
inefficiency is even more pronounced in data transmission
systems, due to the inherent burstiness of data transport pro-
tocols such as TCP/IP.

The second model, ‘packet-switched’, is embodied in the
much-more modern Internet. In this approach, the communi-
cation is divided up into multiple fragments, or packets, each
of which is sent off through the most accessible route.

Whether the ‘circuit’ is a physical land-line, a frequency
channel, or a time slot, does not matter; the import for the
network is how the overall capacity is constrained when han-
dling individual communications: on a link-by-link basis, or
on a packet-by-packet basis.

The other differentiation, how a particular communication
is distributed amongst the set of nodes between the two end-
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points, is between connection-oriented vs. connectionless
communications. Connection-oriented communications
establish an agreed-to, single, link path joining the two end-
points which is maintained throughout the communication;
connectionless communications can employ multiple avail-
able link paths simultaneously. (The Internet’s TCP/IP pro-
tocol is an exemplar of this approach.) Though there is a
surface similarity between this differentiation and that of
circuit/packet switching, the connection-oriented communi-
cation does not necessitate dedication of the entire capacity of
each sub-part of the connection to the particular communica-
tion being handled; i.e. the network could ‘fill up’ an inter-
mediate stage to that stage’s capacity as long as it can split off
the joined communications before the end is reached and
avoid overloading any of the shared link sub-parts.

Again, it is worth noting for the moment that none of the
prior approaches or differentiations provide means for power
management for the network as a whole or present a potential
solution to the real-world complexity whereby the more
power that was poured into one particular signal, the more
that signal became ‘noise’ to all other signals in the area it was
sent to.

Presently, most wireless multipoint electromagnetic com-
munication networks are PMP implementations. The disad-
vantages of these prior art wireless PMP wireless electromag-
netic communication networks include:

(1) Requiring a predetermined distinction between hard-
ware and software implemented in BS’s and SU’s, and
in topology used to communicate between BS, as
opposed to that used to communicate between a BS and
its assigned SU’s.

(2) Creating a need to locate BS’s in high locations to
minimize pathloss to its SU, and maximize line-of-sight
(LOS) coverage, thereby increasing the cost of the BS
with the elevation. (In urban areas, higher elevations are
more costly; in suburban areas, higher elevations require
a more noticeable structure and create ill-will amongst
those closest to the BS; in rural areas, higher elevations
generally are further from the service lines for power and
maintenance personnel).

(3) Creating problems with compensating for partial cov-
erage, fading and ‘shadowing’ due to buildings, foliage
penetration, and other obstruction, particularly in areas
subject to change (growth, urban renewal, or short and
long range changes in pathloss characteristics) or high-
mobility systems (FIG. 4).

(4) Balancing the cost of system-wide capacity increase
effected by BS upgrades over subscribers who may not
wish to pay for others’ additional benefit.

(5) Creating problems with reduction in existing subscriber
capacity, when new subscribers are added to a particular
sector nearing maximal capacity (FIGS. 7A & 7B; if
each BS can handle only 3 channels, then E and C can
readily substitute in a new BS D, but neither A nor B can
accept D’s unused 3d channel).

(6) Balancing power cost in a noisy environment when
competing uses of the spectra occur, either amongst the
subscribers or from external forces (e.g. weather).

(7) Limiting capacity of the network to the maximum
capacity ofthe BS managing the set of channels. and, (8)
Losing network access for SU’s if their BS fails.

Multipoint Networks

The tremendously increased efficiency of emplaced
fiberoptic landlines, and the excess capacity of “dark fiber’
currently available, as well as the advent of new Low-Orbit
Satellite (LOS) systems, pose a problem for any mobile,
wireless, multipoint electromagnetic communication net-
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work. Furthermore, there is an ongoing ‘hardware war’
amongst the companies providing such networks. For with
the increasing use of cellular wireless communications a
‘race up the frequencies’ has begun; no sooner does hardware
come on the market enabling use of a new portion of the
electromagnetic spectrum, than transmissions begin to crowd
into it and fill both the geographic and frequency space. Both
these dynamics acting together are further complicated by the
potential merging of the single BS/multiple receiver (or
‘broadcast’) model of the radio fixed frequency range. Code
division multiple access techniques, also referred to herein as
CDMA, assign a signature to each subchannel which
describes the pulse amplitude modulation, also referred to
herein as PAM, to be used by the subchannel for communi-
cation. Well-known digital signal processing techniques may
be applied to de-multiplex such multiplexed signals on the
communication channel.

A variety of techniques have been applied to many of these
known modulation methods to further improve the utilization
of the channel bandwidth. It is a continuing problem to
improve the bandwidth utilization of a channel so as to maxi-
mize the data throughput over the channel. In particular, it is
a continuing problem to dynamically adapt the multiplexing
techniques to maximize network performance over particular
signaling patterns, usage, and power. As mobile transmitters
and receivers are moved relative to one another, channel
bandwidth utilization efficiency may change. It is a problem
to adapt presently known multiplexing techniques to such
dynamic environmental factors.

Problems identified in M. K. Varanasi’s U.S. Pat. No.
6,219,341 include designing signature waveforms for a par-
ticular channel, multiplexing a plurality of digital data
streams over a communications channel, and making a com-
munications channel dynamically adaptable. That patent
focuses on non-multipath environments where a single avail-
able channel with a fixed frequency range and multiple
receiving devices exist; there are not a multiplicity of anten-
nae at either receiver(s) or at the transmitter, and no network-
effect adaptations and methodologies. That patent provides
many references to work on the problem of multiple access
communications problem is one where several autonomously
operating users transmit information over acommon commu-
nications channel, which do nor resolve problems such as:

“Multiple-Access (FDMA) techniques pre-assign time or

frequency bands to all users . . . absurdly wasteful in time
and bandwidth when used in applications where com-
munications is bursty as in personal, mobile, and indoor
communications. In such applications, some form of
dynamic channel sharing is therefore necessary . . . ”;
and,

and television fields with the linked pair-sets (two inter-com-

municating nodes) or ‘dedicated channel’ model of the plain

old telephone system (PSTN).

The race is becoming even more frenetic as voice and data
communications merge. This evolution must accommodate
packet-switched, connectionless data protocols such as TCP/
1P, which transmits data in multiple bursts over multiple com-
munication channels. The topologies and capacities, of these
channels may change during a communication session,
requiring complex and burdensome routing and resource
management to control and optimize the network Finally,
future wireless electromagnetic communications networks
may need to communicate with mobile platforms (e.g., auto-
mobiles in Telematics applications), peripherals (e.g., print-
ers, PDAs, keyboards), and untethered ‘smart’ appliances,
further increasing connectivity capacity, and quality of ser-
vice (QoS) needs of the network. Nowadays, advanced wire-
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less electromagnetic communications networks must rou-
tinely handle both voice and data communications, and
communications amongst people, between people and
devices, and between devices.

Prior art knows to use radio frequency communication
channels to transfer digital data between devices, and to
encode digital data on a channel such that a parameter of the
communication channel is modulated in accordance with the
values of the digital data bit sequence to be transferred. Many
applications of such communication channels permit mul-
tiple, simultaneous access to the channel by a plurality of
digital data streams, for example, a plurality of digitized voice
data streams or a plurality of computer digital data streams.
The plurality of digital data streams is multiplexed over the
communication channel by subdividing the channel into a
plurality of subchannels each characterized by unique com-
munication parameters which may be de-multiplexed at the
opposite end of the communication channel.

The communication techniques referred to above (CDMA,
TDMA, FDMA), are also known to be useful for such subdi-
vision of a communication channel. For example, time divi-
sion multiple access, also referred to herein as TDMA, mul-
tiplexes the subchannels onto the channel by assigning each
subchannel a period of time during which the subchannel uses
the channel exclusively. Frequency division multiple access
techniques, also referred to herein as FDMA, assign each
subchannel a sub-range of the

“While Random Multiple Access techniques such as
ALOHA allow dynamic channel sharing [citation omit-
ted] . . . they are, however, unsuitable for the aforemen-
tioned applications where there is usually more than one
active transmitter at any given time.”

Other techniques identified in Varanesi are Dynamic
TDMA (which requires both a reservation and a feedback
channel, cutting the channels available for content and
increasing the network system overhead), adaptive timing
enforcement rather than user-signal differentiation; differen-
tiation between BS and SU signal management; use of linear
PAM pre-assigned rather than dynamic adaptation; presum-
ing transmissions are limited to the number of active simul-
taneous transmitters instead of allowing differentiated sym-
bol (e.g. QAM) division of any particular channel into
subchannels; assigning, statically, a signature waveform to
every transmitter and not adapting to network flows. Reser-
vation channels are also used in dynamic CDMA, which are
also limited to pre-designed waveforms and BS units only. In
the prior art, Varanesi in particular asserts:

“...when acarrier is not lightly loaded, so that the number
ofactive users for that carrier is a sizeable fraction of the
assigned spread factor, decorrelative and linear MMSE
detectors . . . [citations omitted] . . . will not be satisfac-

tory...”
and,

“ . .. the hardware costs of base-stations in FDMA are
higher in that they must have as many transceivers as the
maximum number of users allocated per carrier (see R.
Steele supra) whereas dynamic SSMA only requires one
transceiver per carrier.”

Varanesi’s BEMA approach suffers from a several signifi-
cant defects in modern, high-mobility, rapidly-changing
communication network environments: (1) “the signature
waveforms are specifically designed for that receiver”, and,
(2) “they may be slowly re-allocated as the traffic condi-
tions—such as the received power levels and number of active
transmitters—change and evolve”. In the dynamic, mobile,
constantly-changing environment these constraints do not
allow enough adaptivity and flexibility. As the number of
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common users grows, the risk develops of an electromagnetic
repetition of Garrett Hardin’s ‘tragedy of the commons’; in
short, that mutual signaling devolves to shared noise. Simply
adding power, or additional frequencies, works only as a
short-sighted or short term solution; the real need is for net-
works that make use of multipath and multiple user effects
rather than ignore them. (FIGS. 10 and 11 respectively exem-
plity static and mobile multipath environments.)

Various approaches to treating other users of the commu-
nications channel (or frequency) briefly mentioned in
Varanesi also include: “(a) treat mutual inter-user interfer-
ence as additive noise; (b) treat uncancelled inter-user inter-
ference as additive noise; and, (c) decorrelate uncancelled
interference.” But the concept of using the signaling from
multiple sources as a way of harmonizing and organizing the
information, and identifying the channel diversity and envi-
ronmental conditions to allow adaptation and optimization, is
nowhere there suggested.

Beamforming is a particular concern for wireless electro-
magnetic communications networks, especially where a net-
work is dense or where there are portable, low-mobility, or
high-mobility SU. Within wireless mobile communication
systems, four techniques have been developed for improving
communication link performance using directive transmit
antennas: (i) selection of a particular fixed beam from an
available set of fixed beams, (i1) adaptive beam forming based
on receive signal angle estimates, (iii) adaptive transmission
based on feedback provided by the remote mobile SU, and
(iv) adaptive transmit beam forming based upon the instan-
taneous receive beam pattern. Each of these prior art tech-
niques is described briefly below.

In the first technique, one of several fixed BS antenna beam
patterns is selected to provide a fixed beam steered in a
particular direction. The fixed antenna beams are often of
equal beam width, and are often uniformly offset in boresight
angle so as to encompass all desired transmission angles. The
antenna beam selected for transmission typically corresponds
to the beam pattern through which the largest signal is
received. The fixed beam approach offers the advantage of
simple implementation, but provides no mechanism for
reducing the signal interference power radiated to remote
mobile SU(s) within the transmission beam of the BS. This
arises because of the inability of the traditional fixed beam
approach to sense the interference power delivered to undes-
ired users.

The second approach involves “adapting” the beam pattern
produced by a BS phase array in response to changing mul-
tipath conditions. In such beamforming antenna arrays, or
“beamformers”, the antenna beam pattern is generated so as
to maximize signal energy transmitted to (“transmit beam-
forming™), and received from (“receive beamforming”), an
intended recipient mobile SU.

While the process of transmit beamforming to a fixed loca-
tion over a line-of-sight radio channel may be performed with
relative ease, the task of transmitting to a mobile SU over a
time-varying multipath communication channel is typically
considerably more difficult. One adaptive transmit beam-
forming approach contemplates determining each angle of
departure (AOD) at which energy is to be transmitted from the
BS antenna array to a given remote mobile SU. Each AOD
corresponds to one of the signal paths of the multipath chan-
nel, and is determined by estimating each angle of arrival
(AOA) at the BS of signal energy from the given SU. A
transmit beam pattern is then adaptively formed so as to
maximize the radiation projected along each desired AOD
(i.e., the AOD spectrum), while minimizing the radiation
projected at all other angles. Several well known algorithms
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(e.g., MUSIC, ESPRIT, and WSF) may be used to estimate an
AOA spectrum corresponding to a desired AOD spectrum.

Unfortunately, obtaining accurate estimates of the AOA
spectrum for communications channels comprised of numer-
ous multipath constituents has proven problematic. Resolv-
ing the AOA spectrum for multiple co-channel mobile SUs is
further complicated if the average signal energy received at
the BS from any of the mobile SUs is significantly less than
the energy received from other mobile SUs. This is due to the
fact that the components of the BS array response vector
contributed by the lower-energy incident signals are com-
paratively small, thus making it difficult to ascertain the AOA
spectrum corresponding to those mobile SUs. Moreover, near
field obstructions proximate BS antenna arrays tend to cor-
rupt the array calibration process, thereby decreasing the
accuracy of the estimated AOA spectrum.

In the third technique mentioned above, feedback informa-
tion is received at the BS from both the desired mobile SU,
and from mobile SUs to which it is desired to minimize
transmission power. This feedback permits the BS to “learn”
the “optimum” transmit beam pattern, i.e., the beam pattern
which maximizes transmission to the desired mobile SU and
minimizes transmission to all other SUs. One disadvantage of
the feedback approach in the prior art is the presumption that
the mobile radio needs to be significantly more complex than
would otherwise be required. Moreover, the information car-
rying capacity of each radio channel is reduced as a conse-
quence of the bandwidth allocated for transmission of
antenna training signals and mobile SU feedback informa-
tion. The resultant capacity reduction may be significant
when the remote mobile SU move at a high average velocity,
as is the case in most cellular telephone systems.

The fourth conventional technique for improving commu-
nication link performance involves use of an optimum receive
beam pattern as the preferred transmission beam pattern.
After calibrating for differences between the antenna array
and electronics used in the transmitter and receiver, it is
assumed that the instantaneous estimate of the nature of the
receive channel is equivalent to that of the transmit channel.
Unfortunately, multipath propagation and other transient
channel phenomenon have been considered to be problems,
with the prior art considering that such substantially eliminate
any significant equivalence between frequency-duplexed
transmit and receive channels, or between time-division
duplexed transmit and receive channels separated by a sig-
nificant time interval. As a consequence, communication link
performance fails to be improved.

At any given point the hardware, bandwidth, and user-
determined constraints (Quality of Service, number of users
simultaneously communicating, content density of commu-
nications) may demand the utmost from the system. Not only
must a modern wireless electromagnetic communications
network simultaneously provide the maximum capacity
(measured by the number of bits that can be reliably trans-
mitted both over the entire network and between any given
pair of sending and receiving nodes in that network), but also,
it must use the least amount of power (likewise measured over
the entire network and at each particular node). Because, in
any increasingly crowded electromagnetic spectrum, capac-
ity and power are interactive constraints. To optimize the
system over the sweep of potential circumstances, with mini-
mal duplication or resource expenditure, designers must
attain the greatest capacity and flexibility for any given set of
hardware and signal space. In a wireless electromagnetic
communication network, and more particularly in a cellular
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communication network, the greatest capacity and flexibility
are offered by multipoint, or multiple-input and multiple-
output (MIMO) systems.

Prior implementations of MIMO systems have been lim-
ited to point-to-point links exploiting propagation of signal
energy over multiple communication paths, for example, a
direct path and one or more reflection paths. In this environ-
ment, link capacity can be increased by employing an array of
spatially separated antennas at each end of the link, and using
these arrays to establish substantively orthogonal links that
principally exploit each of these communication paths. Math-
ematically, the channel response between the multiple anten-
nas employed at each end of the link has a multiple-input,
multiple-output (MIMO) matrix representation, hence the
term “MIMO link” for this case. (See FIG. 12, which exem-
plifies just such a physical PTP multipath, consisting of one
direct and two reflective links, as shown graphically in FIG.
10; then contrast that to the data flow diagram of such a PTP
link in FIG. 11.)

Using the tools of information theory disclosed in the ref-
erenced patent applications, Paulraj and Raleigh have shown
that these links can approach the maximum capacity of the
point-to-point communication channel (given appropriate
power constraints and spatially and temporally “white” addi-
tive Gaussian background noise) by (1) dividing the channel
into “substantively orthogonal frequency subchannels,” or
time-frequency subchannels, and then, on each subchannel
(2) redundantly transmitting multiple data “modes” (spatial
subchannels within each time-frequency subchannel) over
multiple antennas using vector linear distribution weights
that are proportional to the “right-hand” eigenvectors of the
MIMO channel frequency response on that subchannel, and,
next, (3) combining receive antenna array elements using
vector linear combiner weights that are proportional to the
“left-hand eigenvectors of the MIMO channel frequency
response on that subchannel, to recover the data mode trans-
mitted using the corresponding right-handed eigenvector of
the MIMO channel response on that subchannel. The vector
transmit weights are then (4) further scaled to provide a
normalized response dictated by a “water filling” formula
computed over the aggregate set of subchannels and data
modes employed by the communication link, based on the
eigenvalues of the MIMO channel frequency response on
each subchannel, and a vector coding formula (sometimes
referred to as a “space-time” or “space-frequency” code) is
used to (5) transmit data over each subchannel and data mode
at the maximum bits/symbol (or transmit efficiency) (or data
rate) allowed by the received signal-to-noise ratio on that
subchannel and data mode.

Raleigh has also shown that this capacity of a MIMO PTP
link increases nearly linearly with the number of antennas
employed at each end of the link, if the number of propagation
paths is greater than or equal to the number of antennas at
each end of the link, the pathloss over each path is nearly
equal, and either (1) the spatial separation between paths is
large in some sense (e.g., the propagation occurs over paths
that impinge on the link transceivers at angles of transmission
and reception that are greater than Y10 the “beamwidth of the
array), (2) the antenna elements are separated widely enough
to provide statistically independent channel response on each
MIMO path (e.g., if the antennas are separated by greater than
10 times the wavelength of the transmission frequency in
Raleigh fading channels).

Raleigh has also shown that a PTP MIMO channel
response (allowing implementation of high capacity links
exploiting this channel response) can also be induced by
redundantly transmitting data over polarization diverse
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antennas using the procedure described above. In U.S. Pat.
No. 6,128,276, Agee has also shown that a PTP MIMO chan-
nel response can be induced by redundantly transmitting data
over multiple frequency channels or subchannels. In fact,
MIMO channel responses can be induced by redundantly
transmitting data over combinations of “diversity” paths,
including independent spatial paths, independent polariza-
tion paths, independent, frequency channels, or independent
time channels.

Paulraj, Raleigh, and Agee teach many additional advan-
tages for MIMO PTP links, including improved range
through exploitation of “array gain” provided by transmit and
receive antennas; non-line-of-sight communication over
reflections from buildings and ducting down streets; and
reduced transmit power through ability to achieve desired
capacities at lower power levels at each antenna in the arrays.
Agee also teaches means for adjusting the array adaptively
and blindly, based on receive exploitation of signal coding
added during transmit operations; for nulling interference
signals at each transceiver; and for exploiting reciprocity of
the MIMO channel response to adapt transmit weights in
TDD PTP links.

Agee, B. G. et. al. added some indication in the patent
application Ser. No. 08/804,619, filed on Feb. 24, 1997, titled
“Highly Bandwidth-Efficient Communications”, since aban-
doned but pursued in part in Ser. No. 08/993,721 (now U.S.
Pat. No. 6,359,923), to discrete spread-spectrum, non-or-
thogonal multitone approaches, and indicated that MIMO
systems may have additional benefits in point-to-multipoint
and cellular PMP networks.

Ina MIMO system, the nodes at each end of a link will have
multiple antennae, and establish between them one link per
pair of antennae. (There can still be a BS/SU division; for
example, a BS may have 20 pairs of antennae, while each SU
have but 2 pair, or 4, antennae, thereby allowinga 1-10BS/SU
ratio without any overlap.) In “Wireless Personal Communi-
cations: Trends and Challenges”, pp. 69-80, Rappaport,
Woerner, and Reeds, Editors, Kluwer Academic Publishers,
1994, atp. 69 Agee notes: “the use of an M-element multiport
antenna array at the BS of any communication network can
increase the frequency reuse of the network by a factor of M
and greatly broaden the range of input SINRs required for
adequate demodulation . . . .

Some of the mathematical background for MIMO gener-
ally can be found in E. Weinstein et. al.’s U.S. Pat. No.
5,539,832 for “Multi-channel signal separation using cross-
polyspectra”, which speaks specifically to a limited field of
separating signals from received from plural sources. That
considered linear time invariant (LTT) MIMO systems, noting
that sample response matrices and frequency vectors, vector-
valued time and frequency indices could be used.

In cellular wireless systems, a BS transceiver simulta-
neously communicates with several mobile users. In such
systems, an antenna array at the central base can improve the
quality of communication with the mobile users and increase
the number of users supportable by the system, without the
allocation of additional bandwidth. But a problem may arise
when a SU can communicate with multiple BSs and cause
unexpected diversity and interference. (This is one of the
principal reasons cell phone use from airlines is restricted; the
in-air SU is effectively equidistant to many BSs and that
network suffers.)

To increase quality of the communication in a wireless
system, an antenna array can provide diversity to combat
fading. Fading of the base-mobile link is due to destructive
interference of the various multipaths in the propagation
medium, and at times can cause signal attenuation by as much
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as 30 dB. Time and frequency diversity are traditional tech-
niques which are highly effective in preventing signal loss. An
antenna array can be used to provide beampattern diversity,
which is an additional technique that supplements time and
frequency diversity.

To increase capacity in a wireless system, an antenna array
can implement same cell frequency reuse, which recognizes
that each signal typically has a different angle of arrival at the
BS. Using this technique, the base sends signals to multiple
receivers on the same time/frequency channel within the
same sector, and uses a separate beam to minimize crosstalk
and maximize desired signal for each receiver. Such beams
provide a means of reusing the resources of time and band-
width, and they overlay with the traditional means of multi-
plexing such as (T/F/CDMA). Same cell frequency reuse is
also sometimes known as spatial division multiple access
(SDMA).

There are two aspects to using antenna arrays at the base in
mobile radio: receive antenna processing (reverse link) and
transmit antenna processing (forward link). In the forward
link approach, there are “open loop” and “closed loop”
approaches. An “open loop” approach is explored by G.
Raleigh et al. in “A Blind Adaptive Transmit Antenna Algo-
rithm for Wireless Communication,” International Commu-
nications Conference, 1995. This transmit beamforming
method uses the reverse link information signals sent by the
mobiles as a means of determining the transmit beampatterns.
This “open loop” method, however, does not provide the
transmitter with feedback information about the transmitted
signals, and is consequently less robust to changes in the
propagation medium than feedback methods.

In contrast to the “open loop” approach, the “closed loop”
approach uses an additional feedback signal from the
mobiles. The transmitting array has no a priori knowledge of
the location of the mobiles or the scattering bodies, and an
adaptive antenna array can use a feedback signal from the
mobile receivers to give the transmitter a means of gauging its
beampatterns. Because of multipath, an array that simply
directs a mainlobe towards a mobile may resultin a fade of the
desired signal or crosstalk to other mobiles. So unless the base
can also account for all of the scattering bodies in the envi-
ronment, undesired crosstalk or fading is liable to occur.
Since adaptive transmitting antennas do not possess built-in
feedback, the receivers must provide a feedback signal to
enable the transmitter to function effectively in this approach.

In U.S. Pat. No. 5,471,647, “Method for Minimizing
Cross-Talk in Adaptive Transmission Antennas,” which is
hereby incorporated by reference, Gerlach et al. present a
method of multiple signal transmission using an antenna
array and probing signals together with feedback from the
receivers back to the transmitter. This probing-feedback
method allows the transmitter to estimate the instantaneous
channel vector, from which the transmitting beamformer
ensures signal separation even in the face of time-varying
multipath in the propagation medium. This method is further
described by Gerlach et al. in the following articles which are
hereby incorporated by reference: “Spectrum Reuse Using
Transmitting Antenna Arrays with Feedback,” Proc. Interna-
tional Conference on Acoustics, Speech, and Signal Process-
ing, pp. 97-100, April 1994; “Adaptive Transmitting Antenna
Arrays with Feedback,” IEEE Signal Processing Letters, vol.
1, pp. 150-2, October 1994; and “Adaptive Transmitting
Antenna Arrays with Feedback,” IEEE Transactions on
Vehicular Technology, submitted October 1994.

While the method of D. Gerlach et al. In U.S. Pat. No.
5,471,647 purportedly minimizes crosstalk and eliminates
fading, Gerlach identifies, in a later patent, a major problem
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therein: it is limited by the high feedback data rates that are
required to track the instantaneous channel vector. High feed-
back data rates are undesirable because they require a large
channel capacity on a link from the receivers back to the
transmitter.

If the transmitter is located in an urban environment or
other cluttered area, scattering from buildings and other bod-
ies in the propagation medium creates an interference pattern.
This interference pattern contains points of constructive and
destructive interference, spaced as little as one-half wave-
length apart. As the receiver moves through such an environ-
ment, the channel vector can change significantly when the
receiver moves as little as one-tenth of a wavelength. Conse-
quently, the transmitter must repeatedly estimate a new chan-
nel vector by sending probing signals and receiving feedback.
The feedback rate needed is 19,200 bps for a receiver moving
30 mph receiving a 900 MHz carrier using a six element array
with four bitaccuracy. Gerlach concluded that (1) the need for
such high feedback rates renders antenna arrays impractical
for most applications; and (2) in addition to high feedback
rates, the method of D. Gerlach et al. can be difficult to
implement because the air interface standard would have to
be changed to add in the feedback feature. The users would
have to exchange their old handsets for new ones that are
compatible with the new feedback standard. This is a costly
and impractical modification.

Several alternative approaches to the limited problem of
minimizing crosstalk in a wireless communications system
were disclosed in D. Gerlach, et. al.’s later U.S. Pat. No.
5,634,199. These included the use of information weight
vectors that minimized the time-average crosstalk, matrices
(subcorrelation and autocorrelation), linear combination of
diversity vectors, and dominant generalized eigenvectors.
Furthermore, their approach presumed that multiple antennae
only existed at the system’s BS, rather than at each node.
However, the methods disclosed therein still require signifi-
cant network capacity be devoted to cross-system signal man-
agement rather than signal content.

Another approach is to design the network such that at
every point multipath can be actively avoided and direct line
of sight exists between each SU and a member of a subset of
nodes, said subset members also having a line of sight
amongst themselves in a mesh, as in Berger, J. et. al., PCT
WO 00/25485, “Broadband Wireless Mesh Topology
Network”. That patent notes that its applicability is limited to
the frequencies above 6 GHz, and specifically below 3 GHz,
... where multiple reflections via non line of sight reception
interfere dramatically with the network performance and
reduce the network capacity when subscriber count increases
in the area”

However, the approaches suggested in the prior art, (Paul-
raj, Raleigh, Agee, et. al.) are not generally feasible or eco-
nomical in many applications. For example, the 10-wave-
length rule-of-thumb for statistically independent MIMO
propagation path can be difficult to achieve in mobility appli-
cations, which typically require transmission of signal energy
at well below 10 GHz (3 cm, or %10 foot, wavelength) to avoid
dynamic, stability, and weather affects prevailing above that
frequency. A 10-wavelength antenna separation corresponds
to 1-to-10 feet at frequencies of 1-t0-10 GHz, achievable at
BSs in mobility systems (for small numbers of antennas), but
not practical in mobile SU’s However advantageous the
improvements might be from going to a MIMO system (e.g.
reducing fading and co-channel interference), the human fac-
tor (namely, that people would not walk around with meter-
plus wide antennae) militated against adoption of this
approach. Even the tremendous capacity improvement of
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400% suggested by Paulraj for a MIMO approach would not
overcome this consideration. Additionally, much of the prior
art presumes that any MIMO network necessarily must
reduce the Signal-to-(Interference and) Noise Ratio (SINR)
in the multipath channel to zero.

In U.S. Pat. No. 6,067,290, Spatial Multiplexing In A Cel-
Iular Network™, A. J. Paulraj et. al. claim methods and appa-
ratus for the purpose stated in that title, noting that:

“Since there are quite a few services (e.g. television, FM
radio, private and public mobile communications, etc.)
competing for a finite amount of available spectrum, the
amount of spectrum which can be allocated to each
channel is severely limited. Innovative means for using
the available spectrum more efficiently are of great
value. In current state of the art systems, such as cellular
telephone or broadcast television, a suitably modulated
signal is transmitted from a single base station centrally
located in the service area or cell and propagated to
receiving stations in the service area surrounding the
transmitter. The information transmission rate achiev-
able by such broadcast transmission is constrained by
the allocated bandwidth. Due to attenuations suffered by
signals in wireless propagation, the same frequency
channel can be re-used in a different geographical ser-
vice area or cell. Allowable interference levels deter-
mine the minimum separation between base stations
using the same channels. What is needed is a way to
improve data transfer speed in the multiple access envi-
ronments currently utilized for wireless communica-
tions within the constraints of available bandwidth”

Paulraj et. al. also presumes a division between BS and SU,
where the BS performs all of the adaptation, which either
requires information or control signals from each of the SUs
that adds significantly to the signaling overhead, or limits the
adaptive process to that observable and attainable solely by
the BS in response to control signals from the SUs. Paulraj
also identifies the minimum spatial separation between anten-
nae as ¥ the carrier wavelength, i.e. ¥2.lamda. Furthermore,
Paulraj lacks the concepts of adaptive reciprocity, network
MIMO management, LEGO, power management, power
optimization, capacity optimization or capacity management.
Though Paulraj speaks to using multipath, there is at best
limited implementation in situations where multipath is
stable and guaranteed, rather than true opportunistic imple-
mentation in a dynamic and adaptive fashion.

In U.S. Pat. No. 6,006,110, G. G. Raleigh describes a
time-varying vector channel equalization approach for adap-
tive spatial equalization. That patent’s concern is with com-
pensating for multipath effects, rather than exploiting them.

In his later U.S. Pat. No. 6,101,399, G. G. Raleigh et. al.
made the concept of his 1995 paper, referenced above, the
basis for that patent for “Adaptive Beam Forming. for trans-
mitter operation in a wireless communication system”. In that
paper, all of the adaptation takes place at the BS (which has an
adaptive antenna array), and none at the substantially differ-
ent SU (which in the preferred embodiment does not). This
patent uses no feedback from the receiver to the transmitter,
with transmitter weights being variously generated through
an estimated desired receive channel covariance matrix and
an undesired interference covariance matrix, or from a pre-
designed or predetermined transmit beam pattern weight vec-
tors. It also has no local modeling, no network management
aspects, and makes no effort to exploit opportunistic multi-
path; and its chief solution to a deteriorating signal capacity is
to simply shift the most heavily impacted user away to a
different frequency (which presumes one is available). Paul-
raj and Raleigh do not consider means for extending MIMO
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PTP links to applications containing multiple simultaneous
links, e.g., multipoint networks (such as the PMP and cellular
PMP mobility network described above). In addition, these
approaches do not either adequately treat means for control-
ling such a network, or address several key conundra limiting
MIMO application.

Diversity: The Interference Conundrum

Even assuming that a MIMO approach is desirable, or that
the antenna size problem mentioned above could be ignored,
the prior art faced a contradiction that argued against MIMO
efforts. First, to any particular wireless link, signals generated
on all other links are interference. Second, closely coincident
signals can heterodyne to produce a resultant signal that is
different than any ofits constituent elements. Because MIMO
increases the number of coincident signals, it was seen as
increasing the resultant noise against which the information-
carrying signal had to be detected. Multiple access and inter-
ference are seen by many as the single largest problem and
system limitation.

Capacity as One Key Network Metric

The explosive demand for delivery of integrated voice and
data communications over the ‘last mile’ amongst all possible
nodes (humans, peripherals, appliances, desktops, or servers)
has spurred increased research into means for providing such
communications in wireless electromagnetic networks. Wire-
less, because the cost of either initially installing, or subse-
quently dynamically altering, the network more often repre-
sents irretrievably sunk capital in equipment which cannot
keep up with the design-build-install product cycles. Wire-
less, because users are increasingly demanding that their
communication provisioning be untethered from predeter-
mined geographic point locations, to meet the mobility
demands placed upon them. In all of these demands, a key
metric affecting cost and quality of any wireless electromag-
netic communications network is the capacity of the network
for any given set of internode channel responses, receive
interference levels, channel bandwidths, and allowable or
attainable transmission powers.

Capacity is a problem that has been studied extensively for
PTP approaches, where the well-known ‘water filling’ solu-
tion for the maximum capacity communication over channels
with frequency selective noise and/or channel distortion.
However, Paulraj and Raleigh do not consider means for
extending MIMO PTP links to applications containing mul-
tiple simultaneous links, e.g., multipoint networks (such as
the PMP and cellular PMP mobility network described
above). In addition, these approaches do not adequately treat
means for controlling such a network. In “Highly Bandwidth-
Efficient Communications”, U.S. patent application Ser. No.
08/804,619, abandoned and replaced by its continuation, Ser.
No. 08/993,721, Agee, et. al., discloses a solution for extend-
ing MIMO diversity exploitation to PMP and cellular PMP
networks and for controlling such a network using local
operations at individual nodes, by exploiting channel reci-
procity to optimize network-wide mean-squared error (MSE)
of time-division duplex (TDD) multi-cell PMP networks.
That application discloses a solution that is severely limited.
The solution optimizes an “ad hoc” metric (sum of mean-
square error at each node in the network) that does not directly
address any true measure of network quality, hence it can be
substantively suboptimum with respect to such a metric. For
example, the solution cannot simultaneously control transmit
power and combiner output signal-to-interference-and-noise
ratio (SINR) at both end of the link, and generally provides a
solution that controls power subject to a global SINR con-
straint that may be hugely overachieved (to detriment of
overall network performance) at some nodes in the network.
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The solution does not address networks with significant non-
network interference, if that interference is nonreciprocal, for
example, if that interference is only observable at some nodes
in the network, or non-TDD protocols in which internode
channel responses may be reciprocal, e.g., single-frequency
simplex networks. Most importantly, however, that solution
only addresses cellular PMP networks, not general MIMO
networks.

Capacity as a metric is complicated by one further factor:
the network must use its own capacity to communicate about
its messaging and traffics, which puts a complex constraint on
the network. The more that it tries to communicate about how
to manage itself well, the less capacity it has to carry other
messages from the users, as opposed to the administrators, of
the network.

Overhead Vs. Content Conundrum

Ongoing capacity control for a wireless electromagnetic
communications network is the control of network overhead
as much as the control of the network content. The more
complex the environment and the system, the greater the
following conundrum: detailed network control (which nec-
essarily includes signals containing information about the
network and the entire environment, separate from the signals
containing the content being sent through the network oper-
ating in that same environment) steals capacity from the net-
work. The more the message space becomes filled with mes-
sages managing that same space, the less room there is for
messages using that space to convey content amongst the
nodes. The increase in such top-level network overhead
grows at a more-than-geometric rate with the growth of any
network, for not only must the information about the network
keep pace with its geometric growth, but also the information
must come on top of the messages which actively manage the
network. Feedback on top of control on top of signals, when
grown globally, rapidly eat up advances in hardware or soft-
ware.

Automation, or turning signal processing into hardware,
cannot by itself resolve this conundrum. While hardware
advances can rapidly overcome human limitations, they can
never overcome their inherent limitations, process more sig-
nals, or process the extant signals more complexly, than the
hardware is designed to do. Every element in the network,
from the CODECs to the MUXs to the wireless transceivers,
can only work at less than their optimum capacity. The
approach that of necessity approaches, asymptotically, the
optimal capacity for message content in a wireless electro-
magnetic communications network is that which manages the
communications with the least overall network burden. For
any given hardware and software of a network, that which
manages best does so by managing least—at least as far as
burdening the capacity is concerned.

In network management the content dynamics change over
time, in such a fashion that there are always individual nodes
that are operating at less than capacity and thus have potential
capacity to spare. (If only because some node is processing a
control command, which lessens the content it is sending out,
which decreases the load on its neighbors, which then are free
to change their control, and so forth.) Overhead control which
depends on centralization can never take full advantage of
such momentary and dynamic opportunities, because of the
simple fact that the message informing the central controller
of the opportunity itself reduces the overall capacity by the
amount needed to transmit such a message (and to handle all
the consequential operations ordered by the controller).
Capacity control therefore becomes both a local and a global
concern; the network must neither overload any particular
node (requiring the repetition of lost or dropped messages,
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and thereby decreasing the total capacity since the sender’s
original signal becomes wasted), nor overload the entire sys-
tem (with, for example, measurements of remaining global
capacity, taking away signal space that otherwise could have
been used for node-directed content.

One of the limitations of the prior art is that most systems
block out a part of the network capacity as a network signal-
ing preserve, which operates to communicate between the
transmitters and receivers information concerning the exter-
nal environment, such as the amount of external interference
along any particular link or channel, and the perceived Signal
to (Interference and) Noise Ratio (SINR) for a transmission.
The more complex, or the more crowded, the network
becomes the greater this drain of overhead on available capac-
ity for a given infrastructure. Because the environment, the
network, or (most frequently) both will change over time,
network designers tend to allocate greater-than-necessary
amounts to account for unforeseen future complications.
These signal subspaces within the network, when they are
used to measure the signal, path, multipath, or interference,
are only actively needed part of the time, yet the loss of
capacity continues all of the time. If, on the other hand, they
are temporally divided, then they must come into existence
and use when the network is at its busiest to best tune the
system—and thereby impose additional overhead and reduce
capacity precisely when it is most valuable to the network.

Another limitation of the prior art is the presumption that
the signal space is uniformly shaped over time, wherein net-
work averages or constraints, rather than network usage,
guides the signaling process. This requires overdesign and
overprovisioning to ensure a guaranteed minimal state
regardless of both internal and external environmental fac-
tors.

Existing Capacity Management

Among the means used by the prior art to manage capacity
are: (1) the use of signal compression and decompression to
manage signal density, permitting point-to-point capacity
maximization over a given set of links by handling multiple-
access channels wherein signals sent at one higher, denser,
frequency can be divided into a set of subordinate signals sent
at a set of lower frequencies, i.e. where a 10 MHz signal
becomes ten 1 MHz signals; (2) using multipath, multiple-
antenna links between given pairs of nodes with prior channel
capacity estimation or environmental mensuration and eigen-
value decompositions of the signals over the estimated chan-
nels; (3) using channel reciprocity in a point-to-multipoint
network with a set of presumed directive transmit weights
pre-established for each node in said network; (4) in such a
channel-reciprocity, point-to-multipoint network, pointing a
signal beam in the direction of the intended recipient and
guiding nulls in the directions of unintended receivers, to
reduce the unintended signal to the level of the background
noise; (5) in such a null-guiding network, directing maximal
energy at the intended receiver and ignoring other receivers in
the environment; (6) in such a null-guiding network, using
directive and retrodirective beam forming between said
point-to-point connections; (7) using point-to-point reciproc-
ity for a given link; (8) using interference-whitened reciproc-
ity between two nodes in a point-to-point network; and, (9)
using SINR maximization for each particular point-to-point
link (10) using a training link in a dominant mode from one
node to another to establish successive SINR maximization at
each end of that link; (11).

None of the above, however, have been applied to general
multipoint to multipoint, or to multiple-input, multiple-out-
put (MIMO) network which is dynamically responsive to
environmental conditions, both those within and external to
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the network, over all the nodes and potential links amongst
them. Once the nodes become capable of general multiple-
output and multiple-input signal processing, some particular
further approaches have been considered to increasing net-
work capacity. These include SDMA and Multitone Trans-
mission, as well as combinatorial coding schemes.

Spatial Separation of Signals

Spatial filtering techniques (separation of signals based on
their observed spatial separation at transceivers) can be used
to boost network capacity in a variety of manners.
Approaches used in prior art include reuse enhancement, in
which fixed (e.g., sectorized antenna arrays) or adaptive (e.g.,
adaptive array processing) spatial filtering is used to reduce or
control interference between centralized transceivers (e.g.,
BS’s) and edge nodes (e.g., SU’s) using the frequency or time
resource (e.g., time slot or frequency channel) in different
cells of cellular PMP networks, thereby reducing the geo-
graphical separation between those cells and therefore the
frequency reuse factor employed by the network; and space
diversity multiple access (SDMA), in which a centralized
transceiver uses spatial filtering to establish simultaneous
links with multiple edge transceivers operating on the same
frequency or time resource in PMP or cellular PMP networks.

The SDMA transmission protocol involves the formation
of directed beams of energy, whose radiation patterns do not
overlap with each other, to communicate with users at difter-
ent locations. Adaptive antennae arrays can be driven in
phased patterns to simultaneously steer energy in the direc-
tion of selected receivers. With such a transmission tech-
nique, the other multiplexing schemes can be reused in each
of the separately directed beams. For example, in FDMA
systems, the same frequency channel can be used to link to
two spatially separated nodes, using two different spatially
separated beams. Accordingly, if the beams do not overlap
each other, different users can be assigned the same frequency
channel as long as they can be uniquely identified by a spe-
cific beam/channel combination.

The SDMA receive protocol involves the use of multi-
element adaptive antennae arrays to direct the receiving sen-
sitivity of the array toward selected transmitting sources.
Digital beamforming is used to process the signals received
by the adaptive antennae array and to separate interference
and noise from genuine signals received from any given
direction. For a receiving station, received RF signals at each
antenna element in the array are sampled and digitized. The
digital baseband signals then represent the amplitudes and
phases of the RF signals received at each antenna element in
the array. Digital signal processing (DSP) techniques are then
applied to the digital stream from each antenna element in the
array. The process of beamforming involves the application
of weight values to the digital signals from each antenna
element (‘transmit weights’), thereby adjusting the numerical
representation of their amplitudes and phases such that, when
added together, they form the desired beam—i.e. the desired
directional receive sensitivity. The beam thus formed is a
digital representation within the computer of the physical RF
signals received by the antennae array from any given direc-
tion. The process of null steering at the transmitter is used to
position the spatial direction of null regions in the pattern of
the transmitted RF energy. The process of null steering at the
receiver is a DSP technique to control the effective direction
of'nulls inthe receiver’s gain or sensitivity. Both processes are
intended to minimize inter-beam spatial interference. SDMA
techniques using multi-element antennae arrays to form
directed beams are disclosed in the context of mobile com-
munications in Swales, et. al., IEEE Trans. Veh. Technol. Vol.
39 No. 1 February, 1990 and in U.S. Pat. No. 5,515,378,
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which also suggests combining various temporal and spectral
multiple-access techniques with spatial multiple access tech-
niques. The technical foundations for SDMA protocols using
adaptive antennae arrays are discussed, for example, in the
book by Litva and Lo entitled “Digital Beamforming in Wire-
less Communications”, Artech House, 1996. And in U.S. Pat.
No. 5,260,068, Gardner and Schell suggest conjoining “spec-
trally disjoint” and “spatially separable” electromagnetic sig-
nal patterns.

Also, in the work by Agee cited supra, at p. 72, he notes:
“[s]patial diversity can be exploited for any networking
approach and modulation format, by employing a multiport
adaptive antenna array to separate the time-coincident sub-
scriber signals prior to the demodulation operation.”

In his above-referenced patents, Raleigh also mentions
reuse enhancement methods that use adaptive spatial filtering
to reduce reuse factor of 2G FDMA-TDMA networks. Fixed
(sectorized) spatial filtering is also employed in 2G CDMA
networks to increase the number of codes that can be used at
BS’s in the network.

When a transmitter communicates the transmit weights,
the receiver can use them to compare against the received
signals to eliminate erroneously received spatially separated
signals (i.e., reflections of other spatial sector signals unin-
tentionally received). The receiver can also generate a set of
‘receive weights’ which indicate that DSP formulation which
best recreated, out of the universe of received signals from the
multipath elements, the original signal as modified by the
now-known transmit weights (as differentiated from the sig-
nal modified by the transmit path).

In U.S. Pat. No. 6,128,276, Agee disclosed that not only
can multiple antennae be used in a diversity scheme from a
single transmitting antenna, but also that the receiving anten-
nae need only as much separation as is necessary “to vary
different multipath interference amongst the group. A sepa-
ration of nominally ten wavelengths is generally needed to
observe independent signal fading.” Although, as mobile
wireless is moving up-frequency the wavelengths are short-
ening in direct inverse order, this ten-wavelength separation
still imposed a practical limit. Most wireless communications
networks today are still working in the 1-to-5 GHz range,
where the single wavelengths measure between a meter and a
decimeter. While a decimeter separation (3.937) could fit
within the average size of a handheld cellular unit, a 10-deci-
meter, or even a 10-meter, separation, would not. And fitting
multiple decimeter antennae requires, of course, even more
separation space between the antennae.

Spatial separation techniques, and in particular techniques
based on fixed spatial filtering approaches, suffer from what
may be called ‘dynamic’ multipath. They can be substantively
harmed by channel multipath. Signal reflections may impinge
on the spatially sensitive transceiver from any and all direc-
tions, including directions opposite from the transceiver (e.g.,
due to structures on the far side of the transceiver). These
reflections can cause signals expected on one sector to be
injected into other sectors, causing undesired interference.
Dealing with known and presumed multipath, and depending
upon it, are not the same as opportunistically using the opti-
mal subset of potential multipaths, which is not part of these
or other prior art.

Additional Diversity Available in a MIMO Environment

With multiple antennae at the transmitting and receiving
end, three further diversity schemes become accessible. The
first two are mentioned in U.S. Pat. No. 6,128,276, those
being angle-of-arrival and polarization diversity. The third is
spectral diversity, obtained by redundantly transmitting the
signal data over multiple frequency channels. In this

10

15

20

25

30

35

40

45

50

55

60

65

22

approach, both the phase and amplitude of the carrier can be
varied to represent the signal in multitone transmissions and
M-ary digital modulation schemes. In an M-ary modulation
scheme, two or more bits are grouped together to form sym-
bols and one of the M possible signals is transmitted during
each period. Examples of M-ary digital modulation schemes
include Phase Shift Keying (PSK), Frequency Shift Keying
(FSK), and higher order Quadrature Amplitude Modulation
(QAM). In QAM a signal is represented by the phase and
amplitude of a carrier wave. In high order QAM, a multitude
of'points can be distinguished on an amplitude/phase plot. For
example, in 64-ary QAM, 64 such points can be distin-
guished. Since six bits of zeros and ones can take on 64
different combinations, a six-bit sequence of data symbols
can, for example, be modulated onto a carrier in 64-ary QAM
by transmitting only one value set of phase and amplitude out
of'the possible 64 such sets.

Varanesi cavalierly dismissed MIMO, his assessment
being: “While mathematically elegant and sound, the critique
of that general approach is that, in practical situations, one is
usually not interested in over-achieving reception fidelity. It is
sufficient to just meet a performance specification. So rather
than achieving that performance without overkill, the leftover
is used to make the system more bandwidth efficient.”” His
patent also gives no consideration to either (a) network effects
and how to attain them beneficially; and (b) using multi-user
feedback decision receivers (or obviously, multi-user feed-
back) anywhere but at BSs.

Various methods for obtaining signal diversity are known.
Frequency diversity is one of many diversity methods. The
same modulation is carried by several carrier channels sepa-
rated by nominally the coherence bandwidth of each respec-
tive channel. In time diversity, the same information is trans-
mitted over different time slots.

Multiple antennas can be used in a spatial diversity scheme.
Several receiving antennas can be used to receive the signals
sent from a single transmitting antenna. For best effect, the
receiving antennas are spaced enough apart to vary different
multipath interference amongst the group. A separation of
nominally ten wavelengths is generally needed to observe
independent signal fading.

Signal diversity can be used when a signal has a bandwidth
much greater than the coherence bandwidth of the channel, in
a more sophisticated diversity scheme. Such a signal with a
bandwidth W can resolve the multipath components and pro-
vide the receiver with several independently fading signal
paths. When a bandwidth W much greater than the coherence
bandwidth of each respective channel is available to a user,
the channel can be subdivided into a number of frequency
division multiplexed sub-channels having a mutual separa-
tion in center frequencies of at least the coherence bandwidth
of each respective channel. The same signal can then be
transmitted over the frequency-division multiplex sub-chan-
nels to establish frequency diversity operation. The same
result can be achieved by using a wideband binary signal that
covers the bandwidth W.

Other prior art diversity schemes have included angle-of-
arrival or spatial diversity and polarization diversity. Many of
these, and the prior art thereof, are referenced in U.S. Pat. No.
6,128,276, B. G. Agee, “Stacked-Carrier discrete multiple
tone communication technology and combinations with code
nulling, interference cancellation, retrodirective communica-
tion and adaptive antenna arrays”. In that patent, one of its
main objectives was to provide a simple equalization of linear
channel multipath distortion; yet one of its principle limita-
tions is that it concentrates on point-to-multipoint communi-
cation links: “But this technique is extended by the present
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invention to point-to-point and point-to-multipoint commu-
nications where the intended communicators, as well as the
interferers, include stacked-carrier spread spectrum modula-
tion formats.”” Although U.S. Pat. No. 6,128,276 mentions
multipoint-to-multipoint and point-to-point alternatives, it
does not provide a unified approach for network MIMO man-
agement which exploits advantageously the localization
efforts of individual nodes. One key difference is that while in
the present invention, any node may be a transceiver for
multiple inputs and multiple outputs, in U.S. Pat. No. 6,128,
276 “A difference between the base station and the remote
unit is that the base station transceives signals from multiple
nodes, e.g., multiple access. Each remote unit transceives
only the single data stream intended for it. Channel equaliza-
tion techniques and code nulling are limited methods for
adapting the spreading and despreading weights.” Further-
more, unlike the present invention where the transmit and
receive weights are substantially the same and preferentially
form a reciprocal, in U.S. Pat. No. 6,128,276: “In general, the
despreading weights are adjusted to maximize the signal-to-
interference-and-noise ratio (SINR) of the despread baseband
signals, e.g., estimated data symbols. This typically results in
a set of code nulling despreading weights that are signifi-
cantly different than the spreading gains used to spread the
baseband signals at the other ends of the link.” Additionally,
the preferred embodiment in U.S. Pat. No. 6,128,276 uses
blind despreading as it presumes that “the transmit spreading
gains and channel distortions are not known at the
despreader”, whereas the present invention embodies symbol
signaling to allow the spreading gains and channel distortions
to be known at each end of the link.

OFDM

With multitone transmission, Orthogonal Frequency Divi-
sion Multiplexing OFDM) becomes more feasible from each
node equipped with a multi-antennae array. There have been
several problems in dynamic wireless electromagnetic com-
munication networks implementing OFDM (which include
both those designed with static and mobile nodes, and those
designed with only static nodes that must adapt over time to
environmental or network changes, additions, or removals).
These problems include intertone interference, windowing
time constraints (generally requiring short windows), and
inapplicability to macrocellular, i.e. multi-cell, network
deployment. One of the objects of the present embodiment of
the invention is to overcome these and other current OFDM
problems in a MIMO environment.

DS-CDMA Problems

P. N. Monogioudis and J. M. Edmonds, in U.S. Pat. No.
5,550,810, identified several problems in Direct-Sequence,
Code Division Multiple Access approaches to resolving mul-
tipath and multiple transmitter conditions. n a DS-CDMA
communication system a digital signal, for example digitized
speech or data, is multiplied by a coding sequence comprising
a pseudorandom sequence which spreads the energy in the
modulating signal, which energy is transmitted as a spread
spectrum signal. At the receiver, the antenna signal is multi-
plied by the same pseudorandom sequence which is synchro-
nized to the spreading sequence in order to recover the modu-
lating signal. Due to multipath effects which will cause
intersymbol interference, Rake combining is used to over-
come these effects and to produce a modulating signal which
can be demodulated satisfactory.

In the case of a DS-CDMA communication system several
different spread spectrum signals having the same or different
chip rams and transmitted simultaneously at the same fre-
quency by different users may be received at an antenna, each
signal having been subject to different multipath effects, a
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method of equalization which attempts to determine the chan-
nel impulse response and invert it is not adequate. Amongst
the problems is what is known as the near-far effect due to
signals from transmitters being received at a BS at different
power levels. This effect is overcome by the BSs having fast
power control algorithms.

In order for a receiver to be able to adapt itself to different
conditions which may be found in practice, it must be able to
cope with multiple bit rates which are required by a multi-
media service provision, variations in the loading of the sys-
tem, bit error degradation that other users’ interference causes
and power control failure caused, for example, by near-far
interference under severe fading conditions.

They identify the information-theory source for that
patent’s incorporated canceller for intersymbol interference,
but note that:

“A problem with DS-CDMA is that there may be several
different simultaneous transmissions on the same fre-
quency channel, which transmissions may be asynchro-
nous and at different bit rates. Accordingly in order to
approach the performance of a single user it is not suf-
ficient just to estimate the channel impulse response and
perform combining.”

Where they do consider MIMO it is only in the context of

a single BS recovering signals from several users; and
because of the problems they identified above, mostly dis-
missed the MIMO approach, stating:

“For dealing with multi-user interference in DS-CDMA
transmissions, decision feedback equalizers are not
good enough because they do not obtain, and make use
of, tentative decisions obtained independently from the
received transmissions.”

None of the prior art resolved a basic problem with wireless
communication, that the greater the power that goes into one
transmission the less capacity other transmissions may expe-
rience, for one person’s signal is another person’s noise. By
approaching all wireless multipoint electromagnetic commu-
nications networks solely from the individual unit level, this
conundrum continually represented a barrier.

Power Vs. Capacity Conundrum

Ongoing power control for a wireless electromagnetic
communications network is the control of radiated power, as
the communication environment changes after initial com-
munications between any two nodes is attained. The signal
transmitted from one node to another becomes part of the
environment, and thus part of the ‘noise’, for any other com-
munication. Not only can such a signal interfere with other
simultaneous conversations between other, unrelated pairs of
nodes in the network, but it can also interfere with simulta-
neous conversations between other nodes and the receiving
(or even sending) node. Two types of power control are nec-
essary: initial power control (to establish a minimally accept-
able communications channel or link between a transmitting
and receiving node), and ongoing power control, to con-
stantly adapt the minimum level of power usage as the envi-
ronment changes.

Power Consumption as a Second, Orthogonal Network Met-
ric

Initial Power Control

Several communications protocols are known for cellular
systems. These range from the Personal Handiphone System
(PHS) and the Global System for Mobile Communications
(GSM), to the packet-switching TCP/IP protocol, the new
‘BlueTooth’ limited range protocol, and a host of pager-based
protocols. All must manage the initialization between one
node and another, a problem that has plagued communica-
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tions since the day Alexander Graham Bell’s proposed ‘Hoi,
Hoi!” fought with Thomas A. Edison’s “Hello™.

Similarly, the amount of power which must be used to
establish the initial link between any two nodes is only known
to the extent that the environment (external and internal) is
identical to previously established conditions. If no record of
such conditions exist, either because the cost of storing the
same information is too high, or because no such link has ever
been made, or because an environmental difference has
already been detected, then the initial power allocation which
must be made is uncertain. The higher the initial power used
to establish a link, the greater that link’s impact will be on
other links and upon the reciprocal nodes at either end. At the
high extreme the new link will drown out all existing links,
thereby degrading network capacity; at the low extreme, the
new link will not be discernible, thereby failing to establish
new capacity. Moderating the initial power over time, as links
are formed, broken, and reformed, currently requires good
Iuck, insensitivity to environmental conditions and prefer-
ence for ad-hoc assertions, complex record maintenance, or
increased effort at ongoing power control. An approach of
using power management and reciprocal transmit weights,
while it provides some adaptivity, fails to attain the capacity
and power management potential of full diversity utilization.

Ongoing Power Control

Ongoing power control is the control at the transmitter as
the communication environment changes after the link
amongst a set of nodes is achieved. for example, when radi-
ated power at the sender is increased for the link between a
sender and recipient(s), in order to achieve an acceptable
quality for the received signal, such a change may degrade
other signals at the same node(s) and in ‘nearby’ links. In
addition, as connections are constantly altering (nodes adding
and subtracting signals as content flows and halts), the power
assignments may change, again affecting the environment of
radiated signals. There is a range of ‘acceptable’ signal, with
the two extremes of ‘excess quality’ (implying that excess RF
power is being used by the transmitter), and ‘unacceptable
quality’ (implying that inadequate RF power is being used by
the transmitter. Variations in propagation characteristics,
atmospherics, and man-made interference (e.g., respectively,
transmission hardware operational fluctuations, lightning,
and noisy spark plugs in vehicles around the node) can also
require the adjustment of the RF power levels.

The environmental changes that must be adapted to, and
may require power changes in the transmission, may be
changes external to the network. These can come from broad,
general changes in the weather, particular and local changes
in the immediate environment of a node (such as human or
animal interaction with an antenna or the electromagnetic
signal), changes in background interference, or particular and
transient changes in complex environments which contain
mobile elements that can affect transmissions, such as mov-
ing vehicles or airplanes passing through the signal space.

Other environmental changes that must be adapted to, and
may require power changes in the transmission, may be
changes internal to the network. These can include the addi-
tion (or dropping) of other unrelated signals between dispar-
ate links which affect the capacity attainable by the sending
and receiving link, the addition (or dropping) of other signals
between the receiving node and other nodes, or the addition
(or dropping) of other signals between the sending node and
other nodes.

Objective of Power Control

The objective of power control, especially of ongoing
power control, is to minimize the power transmitted at each
node in the network, to allow each node to achieve a desired
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level of performance over each link in the network, e.g., to
attain a ‘target’ signal-to-interference-plus-noise (SINR)
ratio for every link in the network. Such a power control
method is referred to herein as a globally optimizing power
control method. If a method is designed solely to optimize the
SINR ratio at some subset of the network (e.g. a particular
node, or a sub-set of nodes), then it is referred to herein as a
locally optimizing power control method.

The problem has been that any globally optimizing power
control method requires either impractical availability of
hardware at each node, or unacceptably high communication
of'overhead control data to manage the entire network. Solu-
tions have been proposed for a number of particular sub-sets
of communications protocols, hardware, or systems, but none
have resolved both the overhead vs. content and power vs.
capacity conundrums both locally and globally.

A method for power control is disclosed in “Power Control
With Signal Quality Estimation For Smart Antenna Array
Communication Systems”, PCT International Application
PCT/US/02339, which is a continuation-in-part of U.S.
patent application Ser. No. 08/729,387. This application uses
particularized power assignments for each link rather than a
global power capacity target, and, in focusing entirely on
managing the power vs. capacity conundrum, does not
address the overhead vs. content conundrum.

Similarly, Farrokh Rashid-Farrokhi, Leandros Tassiulas,
and K. J. Ray Liue proposed a theoretical approach to power
management using link-by-link, or link-based, SINR perfor-
mance metrics. (See, Farrokh Rashid-Farrokhi, Leandros
Tassiulas, and K. J. Ray Liu, “Joint optimal power control and
beamforming in wireless networks using antenna arrays,”
IEEE Transactions on Communications, vol. 46, pp. 1313-
1324, 1998; Farrokh Rashid-Farrokhi, K. J. Ray Liu, and
Leandros Tassiulas, “Transmit beamforming and power con-
trol for cellular wireless systems,” IEEE Journal on Selected
Areas in Communications, vol. 16, pp. 1437-1450, 1998. The
prior art did not address either MIMO channels or multipoint
networks, chiefly considered fixed SINR constraints rather
than dynamically adaptive network constraints. And failed to
address real-world QoS requirements for individual subscrib-
ers in the network. Since a user can generally be connected to
the network over multiple channels, multipath modes, and
even be connected to multiple nodes in the network, a more
realistic requirement would be to consider the total informa-
tion rate into or out of a given node. This fundamental issue
can not be addressed by the prior art, but is addressed by the
LEGO concept. The suite of LEGO techniques can also
address other network optimization criterion that can be more
appropriate for some networks. In particular the max-min
capacity optimization criterion and its related offshoots per-
mit the network to maximize its capacity performance based
on current channel conditions and traffic conditions. This can
be particularly important for high-speed networks, or net-
works that are required to provide high rate CBR services,
since these networks can easily consume all the available
capacity that the network can provide, subject to the trans-
mitter power constraints. The prior art, on the other hand,
requires fixed, link by link performance goals in their opti-
mization criteria.

Because capacity and power interact with each other within
a wireless communications network, any approach to net-
work optimization must address the system-wide and
dynamic interplay between these two, orthogonal, metrics.
Optimization that focuses solely on the environment for each
particular node in the network, just as much as optimization
that focuses solely on the global internodal environment,
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creates the risk of unbalanced and less-than-optimal results,
and weakens the dynamic stability of the network in changing
environments.

Distributed Networks and Dynamic Channel Structures

Distributed networks, where any particular node may both
receive and transmit data from any other node, pose many
advantages over the PMP and cellular PMP networks
designed around centralizing hubs. The Internet is one of the
principal examples of a new distributed network, though a
broad range of other application areas for such are opening
out. There is an explosive demand for broadband, mobile, and
portable data services via both wired and wireless networks to
connect conventional untethered platforms (handsets, lap-
tops, PDAs) with other untethered, or transient or transitory,
platforms (cell phones, inventory or shipping tags, temporary
service connections). In all of these applications, distributed
networks can provide strong advantages over conventional
systems, by exploiting the inherent advantages of connection-
less data service, or by reducing the power required to com-
municate amongst untethered platforms, at data rates com-
petitive with tethered devices.

Distributed networks also provide multiple advantages in
military applications, including collection, analysis, and col-
lation/dissemination of reconnaissance data from beyond the
front line of troops (FLOT); intruder detection and location
behind the FLOT and rear echelons. By allowing data transfer
through nearby nodes and over ‘flat’ network topologies,
particularly dynamic networks where the channels change
according to the context and presence or absence of particular
nodes, distributed networks can reduce an adversary’s ability
to identify, target, incapacitate, or even detect high priority
nodes in the network greatly enhancing the security and sur-
vivability relative to conventional point-to-multipoint net-
works.

Analogous advantages accrue to security applications or to
logistical management systems, where opposition may be
either criminal activity or natural disasters (blizzards, floods,
warehouse or other fires). One key element of any multipoint
to multipoint approach is that channels of communication
between any particular pair of nodes may change over time in
response to the environment, said environment including both
the external natural environment and the internal environment
of'the same network’s continually shifting functions and data
streams.

Moreover, this invention is concerned with the problems
described below.

Problems Forming the Opportunity for the Invention

The primary problem solved through the invention is com-
munication of short, intermittent packets, in particular Voice
over IP (VoIP) communication signals, over communication
networks subject to significant time-and-frequency co-inci-
dent (“co-channel”) interference from other network users
and external emissions. A secondary problem solved through
the invention is efficient physical routing of packets over
multiple network nodes, e.g., using multihop relay tech-
niques, in order to improve rate, robustness (immunity to
interference and information warfare measures), reliability,
and availability of communications between Source and Des-
tination nodes in the network. A tertiary problem solved
through the invention is means for rapid configuration and
scalability of transceiver capabilities in highly dynamic envi-
ronments where the density and severity of interferers, num-
bers and capabilities/requirements of communication nodes,
and nature of channel propagation may change rapidly and
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dynamically between communication opportunities and/or
over the course of a single communication opportunity.

Advantages of the Invention

The invention provides the following capabilities and

advantages:

Common, scalable transceiver blocks that can be imple-
mented at individual nodes in the communication net-
work (allowing phased addition of hardware and soft-
ware without immediately rendering obsolete the
previous infrastructure).

Integration into a signal’s waveform structure (“overhead
structure”) of overhead bits associated with point-to-
point links in the network, e.g., Transmit and Receive
Node Addresses (TNA’s and RNA’s), and then use of
the resulting unified waveform structure both to securely
identify nodes attempting to communicate with a
receiver, and to develop linear combiner weights that can
extract those signals from co-channel interference inci-
dent on that receiver (including interference from other
nodes attempting to communicate with that receiver).
This approach thereby eliminates bits needed for trans-
mission of TNA and RNA in headers attached to data
packets transmitted over each link in the network, as
well as overhead needed for transmission of pilot tones/
sequences, training signals, preambles/midambles,
Unique Words, etc., typically used to train receivers in
the network; thus reducing the transmission overhead
and improving information-transmission efficiency.

Ability to further exploit overhead structure to increase
transmit power and data rate, or to allow same-rate com-
munication at reduced power to nodes in the network,
thereby regaining link capacity lost by that overhead
structure, with the most capacity regained at low receive
signal-to-interference-and-noise-ratio (SINR).

Optional integration of overhead bits associated with mul-
tipoint routes in the network, e.g., Source and Destina-
tion Node Addresses (SNA’s and DNA’s) into the wave-
form structure used for adaptation of the communication
transceivers (“overhead structure™), further reducing
bits needed for transmission of SNA and DNA in head-
ers attached to data packets transmitted in multihop net-
works, and allowing the use of macrodiverse relay net-
works in which data is coherently transmitted over
multiple geographically separated nodes in a network.

Rapid (single packet) node detection/discovery and join/
leave algorithms, allowing individual transceivers to
enter or exit the network quickly to exchange traffic,
update security codes, etc., and to allow rapid and/or ad
hoc configuration of the network as users encounter
dynamic changes in multipath, fading, or interference.

Information assurance (IA) measures, e.g., antijamming
and antispoofing capability, at the node and network
level, including spreading means that defeat denial-of-
service measures in which the frequencies and/or time
periods containing synchronization and training bits are
selectively jammed by an adversary.

Adaptive power management and cyclic feature reduction
at node, link, and network levels, in order to minimize
transmitted power and/or detectable features of emitters
in the network.

Extreme low complexity (<200 kcps DSP software opera-
tions, <30 Mcps ASIC or FPGA coreware operations)
for communications commensurate with VoIP commu-
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nication, allowing maintenance of a collaborative net-
working information commensurate with pedestrian
networking applications.

Collaborative communication applications that can be
additionally handled by these transceivers include the follow-
ing:

Distributed Kalman state circulation to enable wide-base-

line network geolocation algorithms.

Internode channel measurement and range/timing/carrier
offset estimation algorithms used to enable wide-base-
line network geolocation algorithms.

Collaborative interference avoidance methods during
transmission and reception operations, e.g., allowing
wide-area communications in presence of jammers in
military communication systems, or incumbent broad-
cast emitters in commercial communication systems
(e.g., 802.22).

Collaborative communication over long-range to out-of-
theatre nodes, e.g., reachback nodes in military commu-
nication networks, or LEO/MEQO/GEO satellites in com-
mercial satellite communication networks.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention is depicted in the Figures below.

FIG. 1 illustrates a Point-To-Point or PTP network; each
pentagon indicates a node, or transmission and reception
(ak.a. transceiver) station, and each arrow indicates a link
along which communication flows between nodes.

FIG. 2 illustrates a Point-To-Multipoint network. The large
pentagon indicates a Base Station (BS) capable of communi-
cating with many individual Subscriber Units (SU), indicated
by the small pentagons.

FIGS. 3A and 3B each illustrate a more complex PMP
network with multiple BS and SU nodes, and multiple links.
The solid lines indicate one diversity channel and the dotted
lines a second diversity channel.

FIG. 4 illustrates a multipath environment, where a single
BS with a complex antenna radiates multiple beams to a
single SU (the car), wherein the beams also arrive from reflec-
tions off the surrounding features.

FIG. 5 illustrates a null-steering effort by a single node
(Item 101), possessing at least three antennae, which is
capable of directing towards two unintended recipients (Item
102) null transmissions (Item 105) and directing a focused
beam (Item 104) towards an intended recipient (Item 103).

FIG. 6A illustrates a more complex multipoint network,
where the BSs communicate with each other and with indi-
vidual SUs, even if a BS to BS link may risk interfering with
communications between the BSs and a particular SU.

FIG. 6B illustrates a more effective use of the existing
diversity of channels, whereby the BS to BS signal passes
through a (possible multiplicity of) channel(s) from one BS to
the intervening SUs thence to the second BS.

FIGS. 7A and 7B illustrate a capacity problem that may
arise with a prior art PMP network when a new node attempts
to enter and existing nodes are not capable of dynamically
adapting diversity channels to form the new subsets.
Although nodes C and E can readily talk with D, by substi-
tuting their direct link to each other for intervening links with
D, nodes D, A, and B, being limited to 3 existing channels,
cannot adapt to connect with each other by dropping either E
or C depending on traffic needs.

FIG. 8 illustrates a Time-Division Duplex communications
protocol, whereby alternating uplink and downlink, or trans-
mission and reception, slices of network activity take place at
a node.
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FIG. 9 illustrates an asymmetric network where nodes C
and D have greater capacity than nodes A and B, which in turn
have greater capacity than node D, but where the network
cannot dynamically allocate this capacity to meet signal den-
sity needs to differing subsets of nodes.

FIG. 10 illustrates a multipath network, where transmis-
sions between node 1 and node 2 are both direct and reflected
off environmental features both near and far.

FIG. 11 illustrates a data flow diagram in a PTP MIMO
link, where signal flows from one CODEC in node 2 through
all of node 2’s antennae, thence into all of node 1’s antennae,
and finally into one CODEC of node 1. Existing multipath
potential of either or both reflectors, and dynamic allocation
of'less or more of the possible diversity modes, is ignored.

FIG. 12 illustrates a physical PTP multipath, consisting of
one direct and two reflective links, using all of node 1’s
antennae and transceivers, and all of node 2’s antennae and
receivers.

FIG. 13A illustrates a network of MIMO-capable nodes,
that is, nodes with multiple antennae, multitone transceivers
with DSP capability (FIG. 13B), wherein the network has two
subsets with preferentially reciprocal uplinks and downlinks
and diversity channel capacity between the subsets.

FIG. 14 illustrates MIMO-capable nodes wherein each
node transmits and receives signal energy during alternating
time slots (or sequences of time slots in TDD-TDMA sys-
tems).

FIG. 15 illustrates more details of the MIMO-capable
node, including on the receiving side: receiving spatially
and/or polarization diverse antennae in a multiple antennae
array (Item 110), a vector OFDM transceiver switch (Item
112), a LNA bank (Item 113), an AGC (Item 114), a Fre-
quency translator (Item 115), a LOs ((Item 116), an ADC
bank (Item 117), a MultiTone Demodulator Bank (Item 118),
means for mapping received data over each diversity channel,
on each frequency channel and receive time slot (Item 119),
and a transceiver controller (Item 120); and including on the
transmitting side means for mapping transmitted data for
each frequency channel and transmit time slot (Item 121), a
MultiTone Modulator bank (Item 122), a DAC bank (Item
123), the transceiver switch, a PA bank (Item 124), and trans-
mitting spatially and/or polarization diverse antennae in a
multiple antennae array (Item 125) which may be distinct
from those used in receiving (Item 110).

FIG. 16 illustrates a MIMO-capable network of the pre-
ferred embodiment, wherein an originating transceiver Node
2 in an uplink transmit set (Item 200) distributes a signal
through multiple antennae (Items 204A and 204B), which
goes over the channel matrix of diversity channels available
(Items 206 A,B,C, and D) to a uplink receive set node, which
receives the signals over its multiple antennae and combines
them (Items 208A and B) to the desired recipient (Item 202);
leaving all other transmissions and channel diversity avail-
able (Item 212) for other network communications.

FIG. 17 illustrates a PTP MIMO node layout employing
TDD, but one using a guard-time prefix (Item 220) and a 10
ms content frame period (Item 222), where the uplink Tx for
Node 2 is at the time for the Uplink Rx for Node 1.

FIG. 18 illustrates a MIMO network in a star topology,
where the uplink relay node (Node 1, Set 2) talks to 4 edge
nodes (Nodes 1-4, set 1) with distinct channels for uplinks
and downlinks.

FIG. 19 illustrates a complex network topology with mul-
tiple BSs (Items 260, 262), SUs (Items 264, 266, 268, and
270), and a potentially interfering non-network node (Item
275), with transmissions amongst the network (280, 282, 284,
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290, 292) competing with transmissions from outside the
network which are perceived as interference at BS 1 (Item
260) and SU1 (Item 270).

FIG. 20 illustrates a MIMO network in a ring configuration
with reciprocity at the network level.

FIG. 21 illustrates the means for generating the pilot tone
mask with network code mask pseudodelay (Item 170), origi-
nating node index mask element (Item 172), and Recipient
node index mask element (Item 174) being combined by two
element-wise MUX units (Items 176, 178), to create the final
pilot tone signal (Item 180).

FIG. 22 illustrates a time-frequency mapping pattern of an
acquisition channel (Item 340, 342), control channel (Item
344), 32 Data channels (Item 346, not shown for D1 through
D31), with cyclic prefixes (Items 322, 318, 314) and a guard
time (Item 310) with 100 ps acquisition symbols (Item 320),
control symbols (Item 316), and then 32 data symbols (Item
312, again not shown for D1-D31).

FIG. 23 illustrates an alternative time-frequency mapping
pattern for high-mobility situations, where the acquisition,
control, and data elements are repeated (Items 362, 366, and
370), but the number of data-bearing channels is halved to
allow the duplication within the same bandwidth and time.

FIG. 24 illustrates one embodiment of the MIMO trans-
ceiver, with the RF feeds (Item 130), the Frequency channel
bank (Item 132), the mapping element (Item 134), the Mul-
tilink Rx weight adaptation algorithm (Item 136), the Multi-
link diversity Rx weights combining element (Item 138), the
equalization algorithm (Item 140) and Delay/ITl/pilot gating
removal bank (Item 142), symbol decoder bank (Item 144),
multimode power management, symbol coding assignment
algorithm element (Item 146), the synchronization elements
(Items 162, 164), and T/R comp. Algorithm (Item 156) and
element (Item 158), and multilink diversity distribution of Tx
Gains element (Item 152).

FIG. 25 illustrates in more detail the frequency translator,
detailing the Band Pass Filters, element wise multiplier, sinu-
soids, SAW BPF, and LPF elements.

FIGS. 26 and 27 illustrate tone-mapping to frequency bins
approaches for low and high mobility situations, respectively.

FIG. 28 illustrates in more detail the implementation of the
Delay/ITI preemphasis, pilot-gating bank, tying the details of
FIG. 21 into the mapping element (Item 474), the Trellis
encryption and encoding element (Item 472), the pilot signal
and information signal MUX (Item 480), leading to the final
Tx data symbols signals (Item 490).

FIGS. 29 and 30 illustrate the antennae feeds (502, 512)
across diversity modes and multilinks through the Multilink
Adaptation Algorithm element (500) to and from the Link and
multitone symbol distributor/combiner inputs and outputs
(506, 508; and 516, 518 respectively).

FIG. 31 illustrates the incorporation of the preferred
embodiment of the Multilink LEGO gain adaptation algo-
rithm and element (Item 530) into the diversity combining
and distribution elements of the MIMO transceiver hardware.

FIG. 32 illustrates the LEGO optimization function for a
target capacity objective f3.

FIG. 33 illustrates the network LEGO optimization func-
tion for a network controller, using constraint R, , and target
objective [, to determine for the network or node which
should be incremented or decremented.

FIG. 34 illustrates two nodes using dynamic, feedback
driven information from transmissions and receptions to per-
form a particular LEGO optimization, involving observed
interference power from non-subset or non-network BSs
(528) or SUs (580).
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FIGS. 35 and 36 illustrate the FFT-based LS algorithm
used in the preferred embodiment that adapt {w, (k,1;n,,n,)}
and {w,(k,l;n;,n,)} to values that minimize the mean-square
error (MSE) between the combiner output data and a known
segment of transmitted pilot data.

FIG. 37 illustrate the FFT-based LS algorithm used in the
preferred embodiment for the normalized MMSE or, in an
alternative embodiment, the Gauss-Newton algorithm.

FIGS. 38A and 38B illustrate a MIMO network with null-
steering and pilot-tone transmissions, with the overall trans-
mission shown as the Extraction SINR, and the mask-fitted
transmissions perceived at 702A and 702B which correctly
account through the imposed pilot pseudodelay for the
intended transmission peaks.

FIGS. 39 and 40 illustrate alternative topological layouts
for proper uplink receive and uplink transmit subsets with
links and expected attenuation.

FIG. 41 illustrates, for a TDD MIMO network as in the
preferred embodiment, an algorithm for any node entering the
network.

FIG. 42 shows MIMO-capable hardware transceiver
means for, and the processing steps performed, in the baseline
two-channel transceiver used in the invention.

FIG. 43 shows enhanced MIMO-capable hardware means
for, and the processing steps in combining, baseline two-
channel transceivers to provide additional degrees of freedom
(receive combining and transmit distribution) in larger net-
works.

FIG. 44 shows an exemplary MIMO networking routing
scenario in which four transceivers with four spatial degrees
of freedom are used to route data around a four-node network
in the presence of a strong jammer.

FIG. 45 shows the baseline symbol and timing structure for
each transmission, when transceivers are operated in a sym-
metric time-division duplex (TDD) multinode network.

FIG. 46 shows an exemplary deployment and instantiation
of the invention in a communication over a TDD mesh net-
work topology

FIG. 47 shows the baseline symbol and timing structure for
each transmission, when transceivers are operated in a ad-hoc
multinode network.

FIG. 48 shows an exemplary deployment and instantiation
of the invention in a communication over an ad hoc mesh
network topology.

FIG. 49 shows multiport PHY transmit operations and
processing performed at transceivers using the invention.

FIG. 50 shows multiport PHY receive operations and pro-
cessing performed at transceivers using the invention.

FIG. 51 shows multiport PHY receive adaptation opera-
tions and processing performed in the primary embodiment
of the invention.

FIG. 52 shows receive packet detection, address associa-
tion, and link SINR estimation processing performed in the
preferred embodiment of the invention.

FIG. 53 describes transmit adaptation algorithms opera-
tions and processing performed in the preferred embodiment
of the invention.

OBIECTS

Resolving many of the prior art’s weaknesses by enabling
true, opportunistic, MIMO networks is one of the principle
objects of the invention. Creating a truly adaptive, flexible,
multi-protocol wireless electromagnetic communications
network is a second of the principle objects of the invention.
A third is to simultaneously resolve the interplay between
transmission power and network capacity by considering and
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using the interplay between one local node’s transmissions as
a signal and other nodes’ reception of the same as either a
signal (if the receiving node is an intended target) or as envi-
ronmental noise (if the receiving node is an unintended tar-
get).

A secondary objective under this third objective is to pro-
vide methods which improve signal quality received by a
targeted recipient node while simultaneously reducing inter-
ference energy received by other untargeted recipient nodes,
so as to enable improved capacity amongst existing nodes,
adding more nodes, increasing coverage area, and improving
communications quality, or any sub-combination thereof.

Another secondary objective under this third objective is to
provide an adaptive method which accounts for multipath
interaction amongst the nodes and network, and minimizes
unwanted effects while maximizing potential useful effects
thereof.

Another secondary object under this is to provide improved
load balancing amongst nodes and communication paths or
links within the network with a minimum of overall control.

Another secondary object under this is to enable improved
access to new nodes to the network.

Another secondary object under this is to enable multiple,
competing, yet cooperating sub-networks that are mutually
and automatically adaptive and responsive.

A second of the principal objects of the invention is to
simultaneously resolve the interplay between local optimiza-
tion, which demands detailed consideration of the immediate
environmental details that affect each link between that node
and others over which communications are flowing, and glo-
bal optimization, which demands a minimum of control infor-
mation be exchanged across the network and amongst the
nodes in lieu of otherwise usable signal capacity.

A secondary object under this is to use the reception of
signal information from other nodes, both those targeting the
recipient and those not targeting the recipient, to enhance
both reception and transmission quality to and from the
receiving node while minimizing the explicit and separate
feedback signals that must be exchanged amongst the nodes
and network.

Another secondary object under this is to provide methods
for optimization that can use or be independent of antenna
array geometry, array calibration, or explicit feedback control
signals from other nodes, whether the same are continuous,
regular, or reactive to environmental changes affecting the
link between the receiving node and the other nodes.

A third of the principal objects of the invention is to maxi-
mize the communications capacity and minimize the power
usage both locally and globally across the network for any
given set of hardware, software, and protocols.

A secondary object under this is to provide higher content
throughput in underloaded networks, thereby providing faster
perceived access or usage.

A secondary object under this is to provide higher reliabil-
ity for any given hardware and software implementation.

A fourth of the principal objects of the invention is to
provide a method for network optimization that can be
extended to mixed networks, whether such mixing is amongst
wireless and fixed links, or amongst electromagnetic spectra,
or amongst types of nodes (BSs, dumb terminals, single- or
limited-purpose appliances, or human-interactive input/out-
put), and across both access schema and communications
protocols with a minimum of particularization.

A fifth of the principal objects of the invention is to provide
relatively simple and powerful methods for approximation
which enable improvement that rapidly converges to the best
solution for any optimization.
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A secondary object under this is to provide a computation-
ally efficient mechanization for cross-correlation operations
that takes maximal advantage of multiport signals on particu-
lar single channels.

A sixth of the principle objects of the invention is to maxi-
mize the use of local information and minimize the use of
global information that is required for approximation and
approach to the best solution for any optimization.

SUMMARY OF THE INVENTION

The multiple-input, multiple-output (MIMO) network
approach summarized here can incorporate as lesser, special
cases, point-to-point links, point-to-multipoint networks, and
disjoint (e.g., cellular) point-to-point links and point-to-mul-
tipoint networks. It can also be applied to spatial, temporal, or
frequency-based access schemes (SDMA, TDMA, FDMA)
employing combinations of spectral, temporal, spatial or
polarization diversity, and to fixed, mixed, and mobile com-
munications, as its focus is on the network in context rather
than on the signal differentiation methodology, access deter-
minations, or basing structure. One key to this approach is
employment of spatially (or more generally diversity) adap-
tive transmit and receive processing to substantively reduce
interference in general multipoint links, thereby optimizing
capacity and/or other measures of network quality in multiply
connected networks. A second key to this approach is the
minimization of secondary consequences of signaling, and a
second is using internalized feedback, so that the signaling
process itself conveys information crucial to the optimization.
Rapid, dynamic, adaptation reactive to the changing environ-
ment and communications within and surrounding each node
and the entire network is used to promote both local and
global efficiency. Unlike Varanesi, the feedback is neither
limited to BSs only, nor effectively independent of the con-
tinual, real-world, signal and network environmental adapta-
tion.

Instead of avoiding diversity, or fighting diversity, the
present embodiment of the invention exploits and makes use
of'spectral, temporal, polarization, and spatial diversity avail-
able at each node, as well as and route (location based) diver-
sity provided over the network of nodes. The network of
nodes uses MIMO-capable nodes, that is, nodes with multiple
antennae, multitone transceivers and preferentially reciprocal
uplinks and downlinks (FIG. 13A and FIG. 13B). In the
preferred embodiment each node transmits and receives sig-
nal energy during alternating time slots (or sequences of time
slots in TDD-TDMA systems) (FIG. 14); has a spatially and/
or polarization diverse multiple-antenna array, a vector
OFDM transceiver that downconverts, A/D converts, and fre-
quency channelizes data induced on each antenna (or other
diversity channel) during receive time slots, and inverse chan-
nelizes, D/A converts, and upconverts data intended for each
antenna (or diversity channel) during transmit time slots;
linearly combines data received over each diversity channel,
on each frequency channel and receive time slot; redundantly
distributes data intended for each diversity channel, on each
frequency channel and transmit time slots; and computes
combiner and distributer weights that exploit the, narrow-
band, MIMO channels response on each frequency channel
and time slot (FIG. 15).

The concept of a “diversity channel’ is introduced to permit
a distinction to be made between “channels” that data is
redundantly distributed across during receive (or transmit)
operations, from “channels™ that data is transported over
(e.g., frequency channels or time slots). Data is redundantly
transported over diversity channels, i.e., the same data is
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transported on each diversity channel with weighting deter-
mined by the methods described in detail below, while inde-
pendent data is generally transported over the second flavor of
channel. Effectively exploiting available diversity dimen-
sions, the present embodiment of the invention can maximize
its ability to attain Rank 2 capacities, since multiple redun-
dant transmissions can be made over the plurality resources,
whether that plurality comes from different frequencies, mul-
tipaths, time slots, spatially separable antennae, or polarizing
antennae. This is distinct from prior art approaches which
required multiple redundant transmissions over a plurality of
frequencies to attain Rank 2 capacities. Because the signal
flow between nodes is not limited to a particular dimension of
substantive differentiation the preferred embodiment of the
network can at every point in time, and for every node in the
network, exploit any and all diversity opportunities practi-
cable and attainable for the network’s communication chan-
nels.

The signal flow between the multiplicity of nodes in the
network comprises a multiplicity of information channels,
emanating from and being received by a set of antennae at
each node (FIG. 16). The physical channel flow in a network
with M(n) diversity channels (e.g., M(n) antennae per node, at
each node n in the network) means that for each transmitting
node’s pair of antennae, as many as M distinguishable recep-
tions are feasible at each receiving node it can communicate
with (FIG. 15, M=4, for a PTP link example).

The preferred embodiment performs complex digital sig-
nal manipulation that includes a linear combining and linear
distribution of the transmit and receive weights, the genera-
tion of piloting signals containing origination and destination
node information, as well as interference-avoiding pseudo-
random delay timing (FIG. 17), and both symbol and multi-
tone encoding, to gain the benefit of substantive orthogonality
at the physical level without requiring actual substantive
orthogonality at the physical level.

The network is designed such that a subset of its nodes are
MIMO-capable nodes, and that each such node can simulta-
neously communicate with up to as many nodes in its field of
view as it has antennae. The network is further designed such
that it comprises two or more proper subsets, each proper
subset containing members who cannot communicate
directly with other members of the same proper susbset. So if
the network contained only two proper subsets, First and
Second, the members of First could transmit only to, and
receive only from, the members of Second, and the members
of' Second could transmit only to, and receive only from, the
members of First. Independent information is then transmit-
ted from every member of First and is independently pro-
cessed by each member of Second. (See FIG. 18, exemplify-
ing one such topology, a ‘Star’ topology; and FIG. 19,
exemplifying another such topology.)

A non-MIMO-capable node may belong to any subset
containing at least one MIMO-capable node that has at least
one antenna available to that non-MIMO-capable node that
has the non-MIMO-capable node in its field of view.

Diversity channels, rather than antennae, limits the number
of non-set members a MIMO-capable node may communi-
cate with simultaneously, that is, the number with which it
may hold time/frequency coincident communications. Also,
this limiting number is a function of number of users attempt-
ing to communicate over the same diversity channels—users
on different time-frequency channels do not affect this limit.
Thus anode with 128 time frequency channels (8 TDMA time
slotsx16 FDMA frequency channels) and a 4 antennas (4
diversity channels per time-frequency channel) can support
up to 4x128=512 links, to as many users. If the internode
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channel response to a given user has rank 1 (e.g., if antennas
are on same polarization and multipath is absent), then only a
single link can be established to that user on each time-
frequency channel, e.g., 128 separate links (one on each time-
frequency channel) in the example given above. Higher inter-
node channel rank allows more channels to be established; for
example if nodes are polarization diverse, then the internode
channel response has rank 2 and 256 channels (2 per time-
frequency channel) can be established. The MIMO channel
response equation determines power on each channel—de-
pending on needs of network and pathloss to user, some or
most of channels nominally available may be turned off to
optimize the overall network capacity.

A significant element is that the diversity channel distribu-
tion need not be equal; one recipient node may have half the
channels, if the traffic density requires it, while the transmit-
ting node may divide its remaining channels evenly amongst
the remaining nodes. Therefore the more users that have rank
2 or better capacity, the greater the available channels for
those who have only capacity 1. This supports incremental
optimization as improvement for the network is not depen-
dent upon global replacement of every lesser-capacity node,
but results from any local replacement.

The preferred embodiment details the means for handling
the two alternative cases where the interference is, or is not,
spatially white in both link directions, the means for handling
interference that is temporally white over the signal passband.
Preferentially, each link in the network possesses reciprocal
symmetry, such that:

Ho(kn m)=H 5, (ksnomy), EQ.1

Where H,,(kin,,n,) is the M, (n,)xM,(n,) MIMO transfer
function for the data downlinked from node 1 to node 2 over
channel k, less possible observed timing and carrier offset
between uplink and downlink paths,

and,

H,,(k;n,,n,) is the M,(n,)xM, (n,) MIMO transfer function
for the data uplink from node 2 to node 1 over channel k, and
where ()7 denotes the matrix transpose operation.

In the preferred embodiment, this is effected by using the
TDD protocol, and by sharing antennas during transmit and
receive operations and performing appropriate transceiver
calibration and compensation to remove substantive differ-
ences between transmit and receive system responses (this
can include path gain-and-phase differences after the trans-
mit/receive switch, but does not in general require compen-
sation of [small] unequal observed timing and carrier offset
between uplink and downlink paths). However, simplex, ran-
dom-access packet, and other alternative methods are also
disclosed and incorporated herein.

The network is further designed such that at each MIMO-
capable node n with M(n) antennae, no more than M(n) other
actively transmitting nodes are in node n’s field of view,
enabling node n to effect a substantively null-steering solu-
tion as part of its transmissions, such that each node belong-
ing to a downlink receive set can steer independent nulls to
every uplink receive node in its field of view during transmit
and receive operations, and such that each node belonging to
an uplink receive set can steer independent nulls to every
downlink receive node in its field of view during transmit and
receive operations.

The preferred embodiment also has means for incorpora-
tion of pilot data during transmission operations, and means
for computationally efficient exploitation of that pilot data
during subsequent reception operations. This is to enable
transmitting nodes to unambiguously direct information to
intended recipient nodes in the network; to enable receiving
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nodes to unambiguously identify information intended for
them to receive; to enable nodes to rapidly develop substan-
tively null-steering receive weights that maximize the signal-
to-interference-and-noise ratio (SINR) attainable by the link,
to enable nodes to reject interference intended for other nodes
in the network, to enable nodes to remove effects of observed
timing offset in the link, and to enable the nodes and network
to develop quality statistics for use in subsequent decoding,
error detection, and transmit power management operations.

The preferred embodiment prefers a network designed to
create and support a condition of network reciprocity, where
the uplink and downlink criteria are reciprocal at the network
level. (FIG. 19). The present form of the invention further
exploits the reciprocity to attain both local and global opti-
mization, of both capacity and power, through locally enabled
global optimization of the network (LEGO).

LEGO is enabled by exploiting substantive reciprocity of
the internode channel responses, together with appropriate
normalization of transmit power measures, to design uplink
and downlink network quality metrics D,,(W,,G,) and D,
(W,,G,) that satisfy network reciprocity property:

D(W.G)=Dy (G* ) EQ.2

where (W,,G) and (W ,G,) represent the receive and trans-
mit weights employed by all nodes in the network during
uplink and downlink operations, respectively. If equation 1
holds, then equal network quality can be achieved in each link
direction by setting G,=W * and G,=W,*, such that each
node use the receive combiner weights as transmit distribu-
tion weights during subsequent transmission operations, i.e.,
the network is preferentially designed and constrained such
that each link is substantially reciprocal, such that the ad hoc
network capacity measure can be made equal in both link
directions by setting at both ends of the link:

&k q)xwy* (k) and g, (k.q)ew,* (k)

where {g,(k,q),w,(k,q)} are the linear transmit and receive
weights to transmit data d,(k,q) from node n,(q)to noden, (q)
over channel k in the downlink, and where {g, (k,q),w,(k,q)}
are the linear transmit and receive weights used to transmit
data d, (k,q) from node n,(q) back to node n,(q) over equiva-
lent channel k in the uplink; thereby allowing Eq. 1 to be
satisfied for such links.

The invention further iteratively optimizes network quality
(as defined by D,, and D,,) over multiple frames, by first
adapting combiner weights to locally optimize link (and
therefore network) performance during receive operations,
and then using Eq. 1A and the reciprocity property (Eq. 1) to
further optimize network quality in the reverse direction over
subsequent transmit operations.

The invention further improves on this approach by using
Eq. 1 to scale each transmit vector, based on a partial linear-
ization of the network quality metrics, to either minimize the
total transmit power in the entire network subject to a network
quality constraint, preferentially capacity, or maximize net-
work quality, preferentially capacity, subject to a total trans-
mit power constraint. This constraint is defined and managed
as a control parameter that is updated by the network. The
total transmit power at a given node is then reported as an
output to the network.

By using target criteria such as (1) for a cellular network, a
max-min capacity criterion subject to a power constraint, or
(2) for a wireless LAN, a max-sum capacity that is subject to
a power constraint, and using simple comparative operations
in feedback for the network to optimize towards those criteria,
this invention enables flexibility and stability for any given
hardware and software combination that underlies a wireless
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electromagnetic communications network and improves, for
the entire network and at each particular node thereof, the
communication capacity and power requirements. Further-
more, the present form of the invention does not ignore but
rather directly addresses and resolves both the overhead vs.
content and the power vs. capacity conundrums which other-
wise limit present-day state of the art approaches to optimi-
zation. It does this using the experienced environment as part
of'the direct feedback, rather than requiring additional control
information or signaling that reduces content capacity.

When combined with the substantively null-steering
approach described here, which helps to minimize the gener-
ated noise from all other signals sent from a node, the network
power requirement for clear communication drops as the
links effectively decouple; that is, the ‘other’ channels, since
they are being null-steered, do not form part of the back-
ground noise against which the intended signal’s power must
beboosted to be accurately received by the intended recipient.
(See FIG. 7.)

The LEGO power optimization and null-steering then feed
back (reciprocally) into the requirements for the network and
network’s hardware at each node, inasmuch as the minimiza-
tion of unused and unintentional interaction (or interference)
reduces the precision and power necessary for frequency and
other differentiation means at the node’s transceiver, and
reduces the number of antennae in each array by increasing
the effective bandwidth within each multipath channel, by
reducing the amount of bandwidth, frequency, time, or chan-
nel, or all of the above, that must be devoted to error avoid-
ance or correction. That in turn simplifies the codec and other
element designs for each node and lowers the cost of the
transceiver front-ends.

The preferred embodiment of the invention employs a net-
work of fully-adaptive PHY-IA MIMO Network Capable
Transceivers, in which each transceiver implementing an
upper PHY that performs transmit and receive TRANSEC,
node signaling/detection protocol, transmit/receive beam-
forming, and receive-side node discovery and adaptation
algorithms, and a lower PHY that can meet the needs of
intermittent, burst packet communications such as VoIP.

Communication between source and destination nodes,
defined by unique two-hex port addresses comprising the
source and destination node addresses (SNA’s and DNA’s)
for the packet transmission, is accomplished by routing traffic
packets over at least one and possibly several routes or col-
lections of sequential links between the source and destina-
tion node. Means for partitioning traffic data into individual
data packets at the source node, and collecting data packets
into traffic packets at the destination node, are accomplished
in this invention using existing network routing protocols. For
each combination of a transmitting node, a receiving node,
and a communication channel (diversity link), the unique link
address and identifying transmit node address and receive
node address for the respective nodes are used as part of the
messaging context.

Combining packet-specific, structural and origin/destina-
tion network information into a unified overhead allows
implementation of orthoganal transformations of that over-
head, through the use of specific power-of-two integer num-
ber of lower PHY (LPHY) symbols (which are preferably an
OFDM waveform or PAM signal): and using a unique and
identifying link address for each node-to-node link currently
instantiated, which incorporates source, destination, and
channel rank information, enables informational efficiency
for short transmissions where otherwise structural and rout-
ing information might overweigh content, e.g. in each packet.
Working within bounds (time intervals, frequency ranges, or
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transmission strengths) that guard against intrasystemic inter-
ference, the use of MIMO transformations and reciprocity-
based pilot or signal weighting calculations for the correct
weighting of signals transmitted and received, enables the
individual packets and messages to adapt, in a bottom-up,
flexible, and responsive fashion to the real-world dynamics of
a continuously varying EM flux. Using adaptively-derived
diversity weighting, the method and system can rapidly take
advantage of reciprocity between each node pairings’ trans-
mit and receive channels to distinguish the desired signal
from the general noise and potential interference. Upon RF
reception at any node, downconversion and ADC operations
on the diversity channels passes the incoming signal(s)
through a set of inverting transformations that, for the desired
incoming signal(s), strip oftf known structural elements and
continuously updates the combiner weights to reflect the
dynamically varying environmental and signal context,
thereby continuously matching necessitated signal and wave-
form transformations to the environmental and signal effects
and sources. By successive iterations of the transmit and
receive adaptation algorithm each node can have its trans-
ceiver adapt its multiport combiner and distribution weights
to the eigenmodes (left and right eigenvectors) of their MIMO
internode channel response, so that the resultant fully adap-
tive link can approach the Shannon capacity of the MIMO
communication channel, regardless of the rank or distribution
of the eigenvalues of that channel.

In addition, the fully adaptive system provides an auto-
matic power control mechanism (LEGO Algorithm) that can
be used to maximize capacity (high throughput applications)
or minimize transmit power (LPD applications), depending
on the requirements of the system at any point during a
mission.

The resultant network is able to pass data with high spectral
efficiency relative to non-MIMO networks, or to meet speci-
fied packet transmission rates at much lower power levels
relative to non-MIMO networks, due to its ability to pass data
over multiple time-and-frequency coincident links and
routes, and to exploit the much lower pathloss between inter-
mediate nodes in the network. Moreover, the network is able
to provide this performance in the complete lack of any
opportunistic multipath (although that multipath can be
exploited if it is available).

DETAILED DESCRIPTION OF THE DRAWINGS
Glossary and Definitions

ACK Acknowledgement

ADC Analog-to-Digital Conversion

ADSL Asynchronous Digital Subscriber Line

AGC Automatic Gain Control

BS Base Station

BER Bit Error Rate

BW Bandwidth

CBR Committed Bit-Rate service

CDMA Code Division Multiple Access

CE&FC RWA Computationally Efficient And Fast-Converg-
ing Receive Weight Algorithm

CMRS Cellular Mobile Radio Systems

CODEC Encoder-decoder, particularly when used for chan-
nel coding

CPU Central Processing Unit

CR Channel Reciprocity

DAC Digital-to-Analog Conversion

DEMOD Demodulator

DMT Digital MultiTone,
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DSL Digital Signal Loss

DMX De-multiplexer

DOF Degrees of Freedom

DSP Digital Signal Processing

EDB Error-Detection Block

EEPROM Electronically Erasable, Programmable Read

Only Memory

FDD Frequency Division Duplex

FDMA Frequency Division Multiple Access

FFT Fast Fourier Transform(s)

FPGA Freely Programmable Gate Array

GPS Global Positioning Satellites

GSM Global System for Mobile Communications

LEGO Locally Enabled Global Optimization

LMS Least Mean-Square

LNA Low Noise Amplifier

LS Least-Squares (An alternative form can be ‘matrix inver-

sion’)

MAC Media Access Control

MGSO Modified Gram-Schmidt Orthogonalization (most

popular means for taking QRD)

MOD Modulator

MIMO Multiple-Input, Multiple-Output

MMSE Minimum Mean-Square Error

MSE Mean-Square Error

MT Multitone

MUX Multiplex, Multiplexer

NACK Negative acknowledgement & request for retransmis-

sion

NAK Negative Acknowledgement

OFDM Orthogonal Frequency Division Multiplexing

PAL Programmable Array Logic

PDA Personal Data Assistant

PHS Personal Handiphone System

PHY Physical layer

PMP Point-to-Multipoint (An alternative form can be ‘broad-

cast’)

PSTN Public Switched Telephone Network

PSK Phase-Shift Key

/4 QPSK (pi/4)—Quadrature Phase Shift Key

R/4 DQPSK (pi/4)—Digital Quadrature Phase Shift Key

PTP Point-to-Point

QAM Quadrature Amplitude Modulation

QoS Quality of Service

QRD Matric {Q,R} decomposition (see, MGSO)

RF Radio Frequency

RTS Request To Send, recipient ready for traffic

SDMA Spatial Division Multiple Access

SINR Signal to Noise Ratio

SOVA Soft-Optimized, Viterbi Algorithm

SU Subscriber Unit

TCM Trellis-Coded-Modulation

TCP/IP Transmission Control Protocol/Internet Protocol

TDMA Time Division Multiple Access

TDD Time Division Duplex

T/R Transmit/Receive (also Tx/Rx)

UBR Uncommitted Bit-Rate (services)

ZE-UBR Zero-error, Uncommitted Bit-Rate (services)
Groundwork: The Network as a Dynamic Connected Set
A network is generally viewed as the combination of a set

of'nodes (where transmissions originate and are received) and

the connections between those nodes through which the
information is flowing. FIGS. 1A, 1B, and 1C are graphical
representation of a simple network of five nodes (A through

E) and a varying number of channels, indicated by the lines

drawn between pairs of nodes. In FIGS. 1A and 1C, all five

nodes are active and able to communicate with all or most of
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their neighbors. In FIG. 1B, node D is inactive and unable to
communicate. The two-step channel, from C to D and from D
to E, in FIG. 1A is replaced by a one-step channel from C to
E in FIG. 1B, and co-exists with the two-step channel in FIG.
1C. A connection between any two nodes without any inter-
vening nodes is also known as a ‘link’.

Because each node may both transmit (send) and receive,
and because the connections amongst the set of nodes may
change over time, the network is best thought of as a dynamic
structure, i.e. one that is constantly shifting yet which still
occupies the same general ‘space’ in the communications
world. While traditional broadcast networks, or PTP or PMP
networks generally tried to ‘fix’ at least the originating node,
a MIMO network begins with the presumption that the com-
munications are dynamically allocated amongst the nodes
and throughout the network. In the present embodiment of the
invention, diversity in spatial, spectral, temporal, or polariza-
tion attributes of the potential channels are not seen as varia-
tions that must be controlled or limited, but as opportunities
for enhancing performance.

Limitations of Existing Art

The approaches currently described in the field, especially
in Raleigh and Cioffi, G. Raleigh, J. Cioffi, “Spatio-Temporal
Coding for Wireless Communications,” in Proc. 1996 Global
Telecommunications Conf., November 1996, pp 1809-1814),
and in Foschini and Gans (G. Foschini, M. Gans, “On Limits
of Wireless Communication in a Fading Environment When
Using Multiple Antennas”, Wireless Personal Comm., March
1998, Vol. 6, Nol. 3, pp. 311-355), require additional hard-
ware at each node comprising one end of a channel per diver-
sity path to exploit that diversity path. This creates a geomet-
ric growth in the hardware complexity for each particular
node, and a linear growth in cost for each diverse path
exploited by a given network, that rapidly renders any net-
work attempting to exploit such diversity uneconomic. More-
over, such an approach ‘muddies its own stream’ in that it
reduces the capacity increase by the power increase needed to
power the more complex transceiver. Exploitation of this
multipath approach requires both high power (to permit data
transport over the relatively weaker additional diversity path)
and complex codecs (to permit data transports at high rates on
the dominant path by filtering out the diversity path transmis-
sions). To the extent that the nodes differ in their antennae
mix, this approach complicates the administration and man-
agement of the network by constraining the potential path
exploitation to previously-known or approved channels
where the required equipment for each diverse path is known
to exist.

Spatially distributed networks overcome this particular
limitation by exploiting the inherent diversity between inter-
node channel responses in the network. This diversity exists
regardless of any multipath present on any individual path in
the network, i.e. it does not require high levels of opportunis-
tic multipath to be exploitable by the system. Moreover, such
spatial diversity can be designed into the network by careful
choice of topologies for the nodes during the deployment
process, in order to provide linear growth in capacity as
transceivers are added to the network. As a side benefit, the
network can spatially excise transmissions from compro-
mised nodes and emitters, allowing secure, high quality ser-
vice in environments with external interference.

A downside to such an approach is its obvious weakness to
unexpected growth, dynamic changes in topology (from
mobile, transitory, or transient nodes), or dramatic changes in
relative channel densities. Unlike the present form of the
invention, such an approach does not handle well unplanned-
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for competition, environmental changes, or readily exploit
opportunities arising from surprisingly (i.e. unplanned for)
good network performance.

MIMO Networks: Shapes and Spaces

The complex MIMO environment and multiple dimen-
sions of differentiation (spatial, frequency, time, code), the
physical geography of any network (ring, star, mesh), the
physical geographies of the surrounding terrain (creating the
multipaths) and the other wireless signals from outside the
network, and the internal network environment (of traffic
patterns and node differences) create a diversity explosion.

To create and manage optimal network capacity, the pre-
ferred embodiment creates a network topology that enforces
a constraint where each node with M(n) antennae has <M(n)
other nodes in its view with whom it communicates at any
particular interval of time. This may take the form of a ring
(see FIG. 16), star (FIG. 18), mesh (FIGS. 39, 40), or com-
bination thereof, depending on the individual nodes’ hard-
ware and geographic specifics. Moreover, this may dictate the
placement of nodes, geographically or in uplink or downlink
transmission subsets. This enables the creation of reciprocal
subspaces for each sub-set of the network and therefore for
the network as an entirety. However, the approach in the
preferred embodiment can manage with other network shapes
and spaces, just as it can manage with the hardware or proto-
col or software constraints inherent in particular nodes.

While the preferred embodiment works with reciprocal
subspaces, wherein the network maintains reciprocity
according to Eq. 1 between nodes over all links joining them,
some parameters may be allowed to vary and create asym-
metric spaces. For example, in a carrier offset case, the chan-
nel responses are actually invariant but for the complex scalar
sinusoid which creates the frequency offset; physically, this is
a non-reciprocal link but logically it remains (assuming sig-
nal content density on both sides is kept equal) a substantively
reciprocal link. Other adaptation means are permissible as
long as the network design rule of Eq. 1 is kept as a high
priority.

One major difference in the present embodiment of the
invention from prior art is that by making the control and
feedback aspects part of the signal encoding process, and
thereby eliminating or at least reducing the need for a separate
channel(s) for control and feedback, the network content
overhead is reduced and an additional range within the signal
dimension is available for signal content. The LEGO reduc-
tion to single, or small, bit sized power management signals
can be similarly echoed for other network management,
depending on the target objective the network elects.

Furthermore, because the MIMO and LEGO approach
described herein is usable in any network topology, and with
existing protocols and schema (PSK/QAM; FDD; CDMA,
including modulation-on-symbol, or synchronous, CDMA;
TDMA; SDMA, etc.) the network can adapt to a diverse
environment of users rather than requiring all to have the
identical hardware, software, and standards.

The diversity of transmission and reception at all nodes in
the network, rather than just at a subset of hub nodes or BSs,
means that every node can use in its local environment any
redundancy in transmission or reception of data over multiple
channels, whether they be spatial, polarization, spectral, tem-
poral, or any combination thereof. The maximum use can be
made of all available (i.e. unused by others) signaling lacu-
nae, with the nodes adaptively adjusting to the traffic and
external environmental conditions according to the objectives
set by the network.

Furthermore, the present embodiment of the invention
does not require a preliminary calibration of the transceiver
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array, the communications channel, or geographic site as do
many approaches used in the prior art. The continuous feed-
back and rapid convergence of the approach allow for flex-
ibility and adaptivity that will permit correction of miscali-
brated data, when the miscalibration represents a no-longer
valid model of the environment for the receiving node.

Additionally, the MIMO network of the present embodi-
ment is adaptive to channel response changes due to network
point failures. This includes: the ability to survive element
failure at individual nodes (i.e. one antenna, or transceiver,
fails) without loss of communication to that node (though it
may incur possible loss of capacity); the ability to survive
failure of links without loss of communication to that node
(e.g., by routing data through other paths); the ability to
survive failure of node (all links terminating at that node)
without unduly affecting connectivity or capacity of network:
and the ability to achieve network reliability that is higher
than reliability of any node in that network. The network will
automatically adjust itself to optimal performance in event of
any of these failures: potentially by rerouting active links
based on available SINR experienced at that link.

Application Areas and Advantages: MIMO

The incorporation of the control and feedback signal as
part of the process rather than as discrete, separate, and par-
ticular parts of the signal, can decrease the complexity of
apparatus by removing the need for a separate channel for
network control. It also can decrease the complexity of the
processing by removing the need for particular dedication of
a time aspect of the reception, or by removing the need for
additional detection and interpretation of control signal from
other content through either software or hardware. Moreover,
such incorporation also integrates the entire aspect of power
management and control into the signaling process rather
than artificially and needlessly separating it from the network
dynamics. This integration allows both capacity and power
control to cooperatively handle packet acknowledgment, sig-
nal synchronization, and transmit/receive functionality at
each node, and to optimize their conjoined functionality to the
needs of the environment, the user, or the node rather than
being constrained to disparate, pre-set and non-dynamic dic-
tates by network administration that are only responsive to the
real world environment to the extent that the system design-
ers’ assumptions accurately modeled the real-world and
unknowable complexities.

Because the control and feedback signaling is incorporated
into the process, the present form of the invention does not
impose overhead constraints or capacity demands upon the
network to nearly the same degree as the prior art does. For a
given infrastructure and environment, therefore, the present
form of'the invention provides increased capacity and perfor-
mance through dynamic, and self-moderating signal process-
ing algorithms, with a minimal overhead.

Additionally, because the method does not require a strict
hierarchical division between Base Station and Subscriber
Unit nodes, but rather adapts to the diversity of reception and
transmission at each particular node depending on its then-
current environmental context, the method allows for rapid
and responsive deployment of mixed hardware units being
conditioned by factors external to the network, such as user
choice or economic limitations.

Unlike prior art, the present form of the invention will work
with each of CDMA, FDD, TDMA, SDMA, and PSK/QAM
implementations, and with any combination thereof. Because
the present form of the invention will work with diverse
environments, where the diversity may come from within the
network (rather than from sources external to it), this protects
users and companies’ investments in prior infrastructure and

20

40

45

60

44

avoids creating either a ‘captive service market’ subject to
crippling and sudden innovation, or creating a network which
will suffer when a Christiansen-style disruptive technology
advance arrives. Moreover, diversity reception, which is the
redundant transmission and reception of data over multiple
channels (whether the diversity comes in spatial, polarization,
spectral, or temporal form, or any combination thereof), per-
mits successful operation in environmental conditions which
would otherwise block any particular channel or perfect sub-
set of channels. This means that the present form of the
invention will continue to operate in dirty, bursty, or difficult
conditions, whether the impact of the negative force is on the
nodes or the external environment.

As such, there are a number of potential implementations
which immediately become feasible for a dynamically adap-
tive network, in the military and security fields. These include
military and civilian applications where individual unit or
node failure can be anticipated and therefore must not bring
down the network, and where environmental conditions can
become disruptive for particular nodes or links. These would
also include support and exploration applications where the
external environment (including node location) and network
internal environment (traffic, connectivity) may change over
time, as the component nodes move and change capabilities
and capacities.

Among the effects which enhance the ready establishment
and dynamic use of security advantages through the present
form of the invention are the three-layer pilot signal (network
mask plus originator mask plus recipient mask) detailed
below (See FIG. 21). This allows users to communicate both
on an unsecured overall network and a separately secure
sub-network, on discrete (possibly encrypted) subnets
through a subnet mask. This also allows network establish-
ment and alteration of any subnet through designation and
adaptation of shared subnet masks, wherein layers of encryp-
tion become algorithmically establishable. The present form
of the invention also allows the fast detection, acquisition,
interference excision, and reception of originators attempting
to talk with the recipient, prioritizing the same according to
their match to any set of subnet masks (highly secured signals
presumably taking priority over less secured or open signals).
Alternative uses of origination masks or recipient masks
allow dual-natured communication priorities and the ability
to suppress unintended recipients via the imposition of either
origination or recipient masks, the secure transmission
through interim nodes not provided with either mask, and the
ability to determine and remove group delay as a fundamental
part of the FLS algorithm.

Unlike the prior art, the present form of the invention will
also allow for optional specialization (e.g. in transmission,
reception, flow-through channelization) at any particular
node in a dynamic fashion, thereby allowing the network as a
whole to adapt to transient environmental fluctuations with-
out concomitant alteration in on-the-ground hardware or in-
the-system software alterations. Such ready adaptivity
increases the total cost-effectiveness, as well as the dynamic
stability for the entire network.

Unlike prior art, the present form of the invention supports
diversity reception and transmission at all nodes in the net-
work. This creates a level of flexibility, adaptivity to environ-
mental or network changes, and dynamic stability which
increases the ready scalability over multiple distinct
approaches simultaneously or serially accepted by the net-
work. Since the core reciprocity and protocols can be used by
distinctly different hardware and signals, the present form of
the invention permits local accretive growth rather than
demanding top-down, network-wide initial standardization,
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thereby decreasing the capital and planning cost for imple-
menting or changing a network.

Another advantage of the present form of the invention is
that it permits shared antenna usage amongst multiple nodes,
thereby decreasing the number of antenna necessary for any
given node to attain a particular capacity, and thereby
decreasing for the network as a whole the cost and complexity
required for that same level of capacity. Furthermore, it also
permits any set of nodes to use a diversity of channels without
requiring an increase in the antenna or internal complexity (in
both hardware and software) at every node in said set of
nodes.

A further advantage of the present form of the invention is
the ability to adaptively select and use ad-hoc, single-fre-
quency networks on all or part of the network, under condi-
tions when network traffic is “bursty’, that is, when there are
significant disparities between the high and low content vol-
umes of traffic being communicated amongst that part of the
network.

A particularly significant advantage of the present form of
the invention is that using the reciprocity equation equalizes
the processing or duty cycle for message transmission and
reception across both directions of a link, thereby lowering
the processing imbalance which otherwise might be created
between transmission and reception modes. This in turn
reduces the average complexity which must be built into each
particular node by decreasing the maximal capacity it must be
created to handle for an overall network minimal capacity
average.

Another advantage of the present form of the invention is
that, unlike much of the prior art, the present form of the
invention will work in uncalibrated areas where the environ-
mental context is either previously unknown or altered from
previous conditions. This allows for rapid, uniphase adoption
and expansion in any given area without requiring prior to the
adoption the precise calculation of all environmental effects
upon transmissions and receptions within said area at all
planned or possible node locations. This further allows the
adoption and use for transient, or mobile, nodes in areas
without requiring all possible combinations of channel
responses amongst said nodes first being calibrated and then
said channel responses matched to current conditions, or con-
strained to pre-set limitations.

Another advantage of the present form of the invention is
that it provides rapid correction for miscalibrated data,
thereby reducing the cost of inaccurate measurement, human
or other measurement error, or incorrect calibration calcula-
tions. This in turn reduces the overhead and planning required
for adaptation for any given network to a particular environ-
ment, either initially or as the environment changes over time,
as the channel responses in the real world can be readily
adapted to.

A concomitant advantage of the present form of the inven-
tion is the rapid and dynamic adaptation to channel response
changes when a network failure, at any particular node or
sub-set of nodes, occurs. This greatly increases the stability
and durability of any network incorporating the present form
of the invention without the level of cost, complexity, or
duplication required by the present state of the art. Amongst
the advantages conveyed are the ability for the network to
survive partial failure at any particular node without being
forced to drop or lose that node (i.e. maintaining maximal
attainable capacity between that node and all others to which
is can communicate), the ability to survive the total lose of
any particular node, by sharing the signal traffic amongst
alternative channels. The present form of the invention also
permits the rerouting of active links around ‘lost’ or ‘dam-
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aged’ nodes without human intervention by adherence to the
new reciprocity measurements. And the increase in network
stability to exceed not just the reliability of each particular
node, but the average reliability of all nodes for, while any
subset of nodes still remains operable, the maximal network
capacity for that set can be maintained. This is unlike the
present state of the art, where if 50% of the nodes of'a network
fail then the average network communication drops to zero, as
all the channels lose one half of their pairs. Furthermore, the
present form of the invention enables the network to auto-
matically adjust itself and its optimal performance in the
event of any partial failure without requiring human interven-
tion, thereby decreasing the cost and increasing the respon-
siveness of the network. Even more important is the fact that,
upon incremental re-instatement or restoration of particular
node or channel function, network optimization continually
advances without manual re-establishment.

Another advantage of the present form of the invention is
that it minimizes the complexity, and increases the accuracy,
of' the signal weight update operation at each particular node
and for the network as a whole.

Another advantage of the present form of the invention is
that it provides a computationally efficient mechanization of
cross-correlation operations for both nodes and channels
across and within the network. As the number of signals
simultaneously processed on a single time-frequency channel
grows, the marginal complexity increase caused by addition
of those signals drops, for fast adaptation methods such as
autocorrelation approaches, e.g. inverse-based or least-
squares). This is because the Digital Signal Processing (DSP)
cycles needed for high-complexity operations in fast tech-
niques, such as matrix computations, QR decompositions, or
data whitening operations common to DSP processing, can be
amortized over the larger number of signals. The higher over-
head of hardware and software complexity needed to handle
signal complexity thereby is lowered on a per-signal basis the
greater the complexity actually used by the system. For cer-
tain techniques such as pilot-based or least-squares signal
weighting, the fast techniques become less complex than the
current conventional approaches such as Least-Mean-
Squares or stochastic gradient, wherein the overhead remains
indifferent to the increasing complexity of the signals being
processed. When the number of signals that must be pro-
cessed is equal to one-half the number of combiner weights
used at an adaptive receiver, for example, then the crossover
in overhead complexity vs. speed occurs between least
squares and least mean squares.

Because the present form of the invention is dynamically
adaptive, it can use any subordinate portion (in time, chan-
nels, or network subset) of the process wherein a ‘reciprocal
subspace’ exists to implement its full value. Even though the
parameters of the signal processing may vary between the
uplink (transmission) and downlink (reception) phases
between any two nodes on any given channel or link, to the
extent that they overlap such a reciprocal subspace can be
effectuated and used. For example, a reciprocal subspace can
be created where there is a carrier offset, where the channel
responses are distinguished solely by a scalar complex sinu-
soid (e.g. a frequency offset), between the two nodes, regard-
less of which is, at any particular moment, transmitting or
receiving.

Since the present form of the invention with its non-or-
thogonal multitone capability allows the addition of mobile,
transient, or temporary nodes to any network, it creates a
system that can manage and provision any combination of
fixed, portable, low mobility, and high mobility nodes and
links. The capacity constraints being node and channel spe-
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cific rather than network delimited also permits the heteroge-
neous combination of differing capacities, thereby allowing
peripheral distinctiveness, creating the potential for a system
with a hierarchy of nodes including high-function, base-func-
tion, and limited-function or even single-function (e.g. appli-
ance) nodes.

The present form of the invention permits the ability to
achieve nearly linear increases in capability, even superlinear
increases (in dirty environments) for increases in infrastruc-
ture, namely the RF transceiver capacities within the network.
This is a significant advance over the prior state of the art for
PTP networks which achieve sublinear capacity growth with
network infrastructure growth.

In non-fully loaded networks using the present form of the
invention, the MIMO connectivity can provide sharply higher
data rates to individual channels or nodes where the addi-
tional information flow, to the maximal capacity of the par-
ticular nodes, is routed through nodes which have intended
reception or transmission capacity available. This is a ‘water
balancing’ approach to traffic maximization available only
when multiple rather than single path capabilities are estab-
lished through a network, or any network structure that
instantiates fixed bottlenecks (e.g. ‘star’ or “hub’ topologies,
BS PMP networks, or fixed-channel PTP networks).

Additionally, the reciprocity approach enables an auto-
matic and dynamic load sharing amongst the channels and
nodes which minimizes bottlenecks or, in the military or
security environment, desirable targets of opportunity for
‘hot centers’ of traffic. Commercially this is more valuable by
reducing the power and complexity requirements of what in
PTP and PMP networks are BSs to attain a given network
capacity and power efficiency.

The preferred embodiment of the present form of the
invention includes a number of interacting and synergistic
elements, both in hardware and in operational software. The
preferred embodiment, as a network, will incorporate particu-
lar functional elements at individual nodes, as well as overall
systemic features which may not be shared by or incorporated
in the hardware of each particular node (i.e. there may exist
specialization amongst the nodes). As stated in the summary,
each node preferentially has an antennae array: multiple,
multitone, transceivers (one per antenna); and constrains
itself to reciprocal uplinks and downlinks (FIGS. 13 A and
13B). The antennae array is spatially and/or polarization
diverse and transmits and receives signal energy during alter-
nating time slots (or sequences of time slots in TDD-TDMA
systems). Each transceiver is a vector OFDM transceiver,
with digital signal processing elements, that downconverts,
A/D converts, and frequency channelizes data induced on
each antenna (or other diversity channel) during receive time
slots, and inverse channelizes, D/A converts, and upconverts
data intended for each antenna (or diversity channel) during
transmit time slots; linearly combines data received over each
diversity channel, on each frequency channel and receive
time slot: redundantly distributes data intended for each
diversity channel, on each frequency channel and transmit
time slots; and computes combiner and distributer weights
that exploit the, narrowband, MIMO channels response on
each frequency channel and time slot (FI1G. 15). Although the
preferred embodiment of the invention allows individual
nodes to vary greatly in their capacities, a set of nodes pref-
erentially will incorporate the hardware capabilities detailed
in the following paragraphs.

The first preference is that the transmission element be a
multi-tone front end, using OFDM with cyclic prefixes at
fixed terminals (generally, BS) (FIG. 22, Items 314, 318,
322,) and generalized multitone with guard-time gaps (FIG.
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22, Ttem 310) at mobile terminals (generally, SU). To mini-
mize aperture blur, the system uses tone grouping into nar-
rowband frequency channels (FIG. 22, Item 348). The OFDM
can be readily implemented in hardware using Fixed-Fourier
Transform enabling chips; it also simplified the equalization
procedure, eliminated decision feedback, and provides a syn-
ergistic blend with adaptive arrays. An alternative uses fre-
quency-channelized PSK/QAM with modulation-on-symbol
CDMA (that is, synchronous CDMA).

Each node of the network incorporates a MIMO trans-
ceiver. FIG. 24 displays a functional representation of such,
and the hardware and processing is detailed over the next
several paragraphs.

Each MIMO transceiver possesses an antennae array
where the antennae are spatially separated and the antennae
array itself is preferentially circularly symmetric (FIG. 15,
Item 110). This provides 1-to-M modes (RF feeds) for the
signals to be transmitted or received over, maximizes the
separability of transmission links, enables a scalable DSP
backend, and renders the MIMO transceiver fault-tolerant to
LNA failures.

In an alternative embodiment the transceiver sends the
transmission signal through Butler Mode Forming circuitry
(FIG. 25, Item 380), which includes in a further embodiment
aBand Pass Filter (FIG. 25. Item 382) where the transmission
is reciprocally formed with the shared Receiver feeds, and the
number of modes out equals the numbers of antennae, estab-
lished as an ordered set with decreasing energy. The Butler
Mode Forming circuitry also provides the spatial signal sepa-
ration adaptation, preferentially with a FF'T-LS algorithm that
integrates the link separation operation with the pilot/data
sorting, link detection, multilink combination, and equalizer
weight calculation operations. This Butler Mode Forming
approach means that the transmission forming is readily
reciprocal with the receiver feeds (also shared), makes the
transmission fault tolerant for PA (Phase-Amplitude) fail-
ures, and enables a readily scalable DSP front end; it also
enables the transceiver to ratchet the number of antennae used
for a particular transmission or reception up or down.

Having passed through the Butler Mode Forming circuitry,
the transmission is then sent through the transmission switch
(FIG. 15, Item 112), with the uplink frequencies being pro-
cessed by the LNA bank (FIG. 15, Item 113), moderated by an
AGC (FIG. 15, Item 114), and the downlink frequencies
being processed by a PA bank (FIG. 15, Item 124). The LNA
bank also instantiates the low noise characteristics for the
outgoing signal and communicates the characteristics to the
PA bank to properly manage the power amplification of the
incoming signals to moderate the transmission overlap.

Further transmission switch processing then hands off the
transmission to the frequency translator (FIG. 15, Item 115),
which is itself governed in part by the Los circuit (FIG. 15,
Item 116). The transmission switch throughout is controlled
by a controller (FIG. 15, Item 120) such that basebank link
distribution of the outgoing signals takes place such that
energy is distributed over the multiple RF feeds on each
channel, steering up to K, beams and nulls independently
oneach FDMA channel in order to enhance node and network
capacity and coverage. This control further greatly reduces
the link fade margin and that node’s PA requirements.

From the transmission switch the transmission goes to an
ADC bank (FIG. 15, Item 117), while a received signal will
come from a DAC bank (FIG. 15, Item 123), the complexity
of the analog/digital/analog conversion determining the cir-
cuit mix within the banks.

Then from the ADC bank the transmission flows through a
Multitone Demodulator Bank (FIG. 15, Item 118), which



US 9,344,233 B2

49

splits it into 1 through K FDMA channels, where K is the
number of feeds. The now separated tones (1 through M for
each channel) in aggregate forms the entire baseband for the
transmission, which combines spatial, polarization, either, or
both, feeds across the FDMA channels or even combines up
to K FDMA channels as transmission data density requires.
This combination enables steering a greater number of beams
and nulls than the RF feeds, up to the number of feeds times
the number of FDMA channels. It also separates up to K,
links per FDMA channel, improves overall transmission link
error and/or retransmission rates, improves overall network
capacity and coverage, and reduces the link fade margins,
reduces the PA cost, and reduces battery consumption at the
other ends of the link.

From the Multitone Demodulator Bank the Rx data is
passed to circuitry for mapping the received broadband mul-
titone signal into separated, narrowband frequency channels
and time slots (FIG. 15, Item 119).

An outgoing transmission signal experiences the reverse of
the above process; having been mapped to tones and RF feeds
(FIG. 15, Item 121), it passes into a Multitone Modulator
bank (FIG. 15, Item 122), an DAC bank (FIG. 15 Item 123),
the transceiver switch, the Frequency Translator, the trans-
ceiver switch, the PA bank element (FIG. 15, Item 124), the
transceiver switch, and thence in the preferred embodiment
through the Butler Mode Form and on to the RF T/R feeds
(FIG. 24, Item 130) and to the antennae array and the particu-
lar transmission antennae therein (FIG. 15, Item 125)

The transmission switch throughout is controlled such that
baseband link distribution of the outgoing signals takes place
such that energy is distributed over the multiple RF feeds on
each channel, steering up to K, beams and nulls indepen-
dently on each FDMA channel in order to enhance node and
network capacity and coverage. This control further greatly
reduces the link fade margin and that node’s PA requirements.

The particular Multitone MOD and DEMOD elements
(FIG. 15, Item 118 and 119) in a node vary according to
whether it will be handling Fixed, Portable, Low-Mobility,
and/or High-Mobility Nodes. Generally, a signal passing into
the MT DEMOD may be passed through a comb filter, where
a 128-bit sample is run through a 2:1 comb: then passed
through an FFT element, preferably with a 1,024 real-IF
function; and then mapped to the datausing 426 active receive
‘bins’. Each bin covers a bandwidth of 5.75 MHz with an
inner 4.26 MHz passband, so each of the 426 bins has 10
MHz. The middle frequency, bin 256, will be at 2.56 MHz,
leaving a buffer of 745 kHz on either side of the content
envelope. Within the transmission, when it passes through the
MT MOD, presuming each link is 100 us, 12.5 ps at each end
of the transmission is added as a cyclic prefix buffer and
cyclic suffix buffer, to allow for timing error. (FIG. 22, Items
314, 3181, 322.) In an alternative embodiment, presuming
that only a cyclic prefix is needed, the system can either
double the size of the prefix (FIG. 22, Item 310) or add the
suffix to the signal time. The reverse processing as appropri-
ate (i.e. stripping oft the cyclic prefix and suftix buffers) is not
shown but is well known to the art.

The 426 bins form 13 channels and 426 tones, (FIG. 26,
Item 430), with each Channel forming 320 kHz and 32 tons
(FIG. 26, Item 432), being further organized with an upper
and lower guard tone (FIG. 26, Items 438 and 436, respec-
tively) and 30 information bearing tones (FIG. 26, [tem 440).
An alternative embodiment for a high-mobility environment
halves the numbers of tones and doubles the MHz, so there are
only 213 bins (and tones) for 4.26 MHz (FIG. 27, Item 442),
and each channel only carries 16 tones (FIG. 27, Item 446),
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with 1 being an guard tone (FIG. 27, Item 448) and fifteen
being information-carrying tones (FIG. 27, Item 450).

For non-fixed embodiments, the timing modifications may
be varied. The signal being processed is handed first to a
MUX where an element-multiply with a Tx or Rx (for trans-
mit or receive, respectively) window is performed. The guard
time is retained to serve as dead time between signals, effec-
tively punctuating them. The high-mobility embodiment
halves the number of bins, doubling the average bin size, and
uses duplication to increase QoS within the multitone. (FIG.
26.)

The next stage through the MIMO transceiver is the incor-
poration (on the transmission side) or interpretation (on the
reception side) of the QAM/PSK symbols, prior to the sig-
nal’s passing through the MIMO transceiver exits (if being
transmitted) or enters (if being received) through a Link
codec. Each FDMA channel will separate through the codec
into 1 through M links, and each Link codec will incorporate
tone equalization and ITI remove as necessary. The Link
codec also includes SOVA bitrecovery, error coding and error
detection, and package fragment retransmission methodolo-
gies.

An optional alternative embodiment would at this point
further include tone/slot interleaving (for the reception) or
deleaving (for the transmission). A further optional alterna-
tive embodiment would replace the TCM codec and SOVA
decoder with a Turbo codec.

Another optional alternative will incorporate dual-polar-
ization. (See FIG. 25.) Fundamentally, this halves the modes
and complexity of the transmissions and receptions, while
doubling the capacity for any particular link/PA power con-
straint. In this alternative embodiment, the antennae array
provides 1-to-(M/2) modes (RF feeds) for downconversion
and demodularization. The Butler Mode Forming splits the
modes into positive and negative polarities, where the nega-
tive polarization has the opposite, and normally orthogonal,
polarization to the positive path. Preferentially the Butler
Mode Forming works with circular polarizations. This alter-
native embodiment enables scalable DSP transmission and
reception paths and renders the entirety fault tolerant to LNA/
PA failures. At the last stage (for transmission; the first stage,
for reception) the signal passes through a dual-polarized Link
codec. That links the nodes over the dual polarizations,
doubles the capacity under any particular link/PA power con-
straint, greatly reduces the codec complexity (and thus cost),
and the link/PA power requirement for any particular link rate
constant.

The Transceiver DSP backend for the preferred embodi-
ment is detailed in FIG. 15. The Butler Mode Forming ele-
ment with its RF transmission and reception leads, is con-
trolled by the T/R switch control, which in turn is subject to
the system clock and synchronization subsystem. An trans-
mission signal (which can be continuous, periodic, triggered,
human-determined, reactive, context-sensitive, data quality
or quantity sensitive) that forms a Tx link message passes
through a symbol encoder bank and into the circuitry where
Delay/ITl/pilot gating are imposed, said circuitry being
linked to its reciprocal for received signals. The transmission
data symbols, over k channels, now pass through the multi-
link diversity distribution circuitry, where for each channel k
transmission gains G(k) are adapted to the proper weighting,
as determined by the multilink, LEGO gain adaptation ele-
ment (with both algorithms and circuitry). From the multilink
diversity distribution the transmission next is mapped over
diversity modes and FFT bins, then handed to the transmis-
sion/reception compensation bank. Here, according to the
perceived environment of transmissions and reception and
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the particular Transmission/Reception compensation algo-
rithm used, the transmission is passed to the inverse fre-
quency channel bank and, finally, into the Butler Mode Form-
ing element. This Transceiver DSP backend also passes the
information about the transmission signal from the compen-
sation bank element to the synchronization subsystem.

The LEGO gain adaptation element at each node enables
the network to optimally balance the power use against capac-
ity for each channel, link, and node, and hence for the network
as a whole. FIG. 32 discloses the fundamental form of the
algorithm used.

A capacity objective f§ for a particular node 2 receiving
from another node 1 is set as the target to be achieved by node
2. Node 2 solves the constrained local optimization problem:

EQ. 3

min » 7 =177, such that
m (Q)Zq: 1(g) 1

> logll +¥(g) = fim), EQ. 4

qeQ(m)

where 7, (q) is the SU (user 1 node) transmit power for link
number q,

v(q) is the signal to interference noise ratio (SINR) seen at
the output of the beamformer,

1 is a vector of all 1s,

and

7, is a vector whose g™ element is p,(q).

The aggregate set Q(m) contains a set of links that are
grouped together for the purpose of measuring capacity flows
through those links.

An example of this would be if SU had connections to
multiple BSs, and we were primarily concerned with the total
information flow into and out of a given node. In this case all
of the links that connected to that node would be in the same
aggregate set. Also in this description, we have adopted the
convention that each transmit path from a transmitter to a
receiver for a given narrow-band frequency channel is given a
separate link number, even if the BS and SU are the same.
Thus multiple transmit modes, that say exploit multipath or
polarization diversity, are each given different link numbers,
even though the source and destination nodes might be iden-
tical. Moreover, if a BS/SU pair transmit over multiple fre-
quency channels, then each channel is given a separate link
number. (This simplifies notation considerably.)

An example of this is shown in FIG. 19. The BSs are
represented by circles and the SUs by triangles. Each arrow
represents a communication link. The BSs and SUs can be
dynamically combined into proper subsets of transmit uplink
and receive uplink. The choice of aggregate sets can be arbi-
trary, provided no link is in multiple aggregate sets. However
in a preferred embodiment, the aggregate sets are links that
share a common node and hence common, readily available
channel parameters.

The downlink objective function can be written as:

min Eqnz(q):1Tn2 such that EQ.5

2 gepemlog(1+y()=B(m) EQ.6

The required feasibility conditign, that2 e, (=R | (m)is
reported to the network, and in the preferred embodiment,
reported to a network controller, so that §(m) can be modified
as needed to stay within the constraints.

In an alternative embodiment, the capacity constraints
[(m) are determined in advance for each aggregate set, based
on known QoS requirements for given nodes or group of
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nodes. The objective function then seeks to minimize the total
power in the network as suggested by EQ. 4.
By defining the noise normalized power transfer matrix by:

P, (q.) =W DH, q.))g)P,

where w,(q) is a receiver weight vector for link q, and,

g,(j) is the transmit weight vector for link j.

By unit normalizing the receive and transmit weights with
respect to the background interference autocorrelation
matrix, the local model can state:

w PR, , (@w =1, and g (@R, ,(9)g*(q)=1

enabling the nodal model to express the SINR equation as:

EQ.7

EQ 52

Pn(g, gr:(q) EQ. 8

D= TS P, ()
J#+q

Accordingly, a matrix condition can be defined on the
range of possible output SINRs; and from this, &, has a fea-
sible, that is non-negative solution, if and only if:

POM@, -0, )<L,

where p(M) is the spectral radius of a matrix M,

the non-negative power transfer matrix P,, has q,’th element
given in EQ. 7,

d(y) is a diagonal matrix whose q’th element is y(q)

and
d(P,,) is a diagonal matrix with the same diagonal as P,,.
The weight normalization in EQ. 52, and the assumption of
reciprocal channel matrices leads to the reciprocity equation
(EQ. 1), and the fact that the uplink and downlink objective
functions in EQ. 3 and EQ. 4 are identical for the same target
SINRs.

Various means for solving the optimization in EQ. 3 exist;
the preferred embodiment uses a very simple approximation
for y(q), as very weak constraints to the transmit powers are
all that are needed to yield objective functions which satisfy
the reciprocity equation (EQ. 2).

Another approach can take advantage of the case where all
the aggregate sets contains a single link, and we have non-
negligible environmental noise or interference. For smaller
networks, all the channel transfer gains in the matrices P,
and P, are estimated and the transmit powers are computed
as Perron vectors from:

EQ.9

1 EQ. 10
Dy = log(l + —]
plp) =1

1
=logl + —————
Og( p(pfz)—l]

=D

In this case a simple power constraint is imposed upon the
transmit powers, so that they remain feasible. The optimiza-
tion is alternating directions, first the weights are optimized,
then the powers are obtained from the Perron vectors, and the
process is repeated.

Another embodiment assumes effectively that the denomi-
nator in Eq. 8 remains approximately constant even after
changes to the power levels in other nodes in the network
(hence the local optimization approach), because the beam-
former weights in the network (transmit and receive) in the
MIMO approach will attempt to cancel the co-channel inter-
ference in the network, making it insensitive to power level
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changes of the interferers. The denominator in Eq. 8 repre-
sents the post beamforming interference seen by the receiver
associated with link q for the forward link (downlink) if r=1,
and the reverse link if r=2.

With this approximation, and a rewriting of Eq. 8 (for the
uplink) to:

@~ Pai (g, gmi(q) EQ. 11
T T g
where
L(@=1+2, P (g.7)7, (/) EQ12

is the post beamforming interference energy, and is assumed
constant for the adjustment interval for current transmit
power values, the node can solve EQ. 3 in closed form using
classic water filling arguments based on Lagrange multipli-
ers. A similar equation is established for the downlink.

An alternative embodiment of Eq. 11 is to measure, pro-
vide, and use actual information for additional, available, or
important terms in the denominator of Eq. 8 and to incorpo-
rate them into Eq. 12, and then rather than closed form use
successive applications thereofto the modified problem using
local data.

Another alternative embodiment is to solve, at each node,
the constrained optimization problem:

max Z log(1 + ¥(g)), such that EQ. 13

qeQ(m)

> m@ = Rim, y(@ =0 EQ. 14

qeQ(m)

using the approximation in Eq. 11, which is a water-filling
solution similar to that described above for Eq. 3. This solu-
tion requires a high-level network optimizer to control the
power constraints, R;(q), to drive the network to a max-min
solution.

The preferred embodiment, however, solves the local prob-
lem by attempting to minimize the total power as a function of
the target output SINR. The output SINR will be the ratio of
square of the channel transfer gain times the transmit power,
divided by the interference power seen at the output of the
beamformer, where:

V)= lh(g) P (@)/ix(g) EQ. 15

Y@)=lk(g)Px(g)/is(g)

where |h(q)I? is the square of the channel transfer gain,

7T, (q) is the transmit power for link q during the reverse link
or uplink transmission,

7,(q) is the transmit power for link q during forward link or
downlink transmission,

1,(q) is the interference power seen at the output of the
beamformer used by the SU associated with link q,

and,

i,(q) is the interference power seen at the output of the
beamformer used by the BD associated with link q.

This makes the output SINR a function of all the transmit
powers at all the other SUs in the network. Additionally, by
normalizing the beamforming weights with respect to the
background interference, it is possible to maintain the reci-
procity equation even in the presence of arbitrary interference
and noise, due to non-cooperative signal sources, such as

EQ. 16
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jammers or co-channel communication devices. Maximizing
the SINR yields optimal receiver weights that can remove the
effect of jammers and co-channel interferers. The reciprocity
equation insures that the optimal transmit weights puts sub-
stantive nulls in the direction of these same co-channel inter-
ferers. For military applications, this implies that the network
reduces it’s probability of detection and interception, and for
co-channel communication systems, it reduces it’s transmit-
ted interference, and is effectively a ‘good neighbor’ permit-
ting system deployment in otherwise unacceptable environ-
ments. Commercially, this allows a network employing the
present embodiment of this invention to cope with competi-
tive, impinging, wireless network nodes and transmissions.

It can be shown that there is a 1-1 mapping between all the
transmit powers and all of the output SINRs, i.e. there exists
a vector valued function F, such that F,(y)=m,.

The function has an inverse so that F, (7, )=y. A key result
that is exploited by this embodiment is the fact that if the
channels are reciprocal, then the objective functions, and the
constraint set imposed by (1) is identical as a function of'y for
both the uplink and downlink objective functions. Math-
ematically this means these objective functions can be stated
in general terms as:

S=1F ()=1"F>(y),

where 7t,=F,(y) is the mapping between the SINRs and the
BS transmit powers.

In the preferred embodiment, each node uses the above as
it defines and generates its local model as follows:

EQ. 17

Given an initial y, generate the model,
LveB)—g™ EQ. 20
2 coomtog(1+y(g))=B(m) EQ. 21
&=V, o) EQ. 22

where L(y,g,p) is a linearized model of the objective func-
tion,

g%y is an inner product between the gradient of the objec-
tive function and a set of target SINRs,

2 coom log(147(q))=B(m) is the capacity constraint for
aggregate set nm,

and,

g=V_ 1(y,) is the gradient of the objective function (the total
transmit power) as a function of the target SINRs.

The new vy, is updated from

y~=arg min, L(y,g,B) EQ.23

Ve Yo+ ({==Yo) EQ. 24

The constant a is chosen between 0 and 1 and dampens the
update step of the algorithm. This determines a target SINR
that the algorithm adapts to. The update for the transmit
power for link q becomes,

(@)1 (@) 1R ()P EQ. 25

AU D =dAD V)P EQ. 26

Where i,(q) and i,(q) are the post beamforming interfer-
ence power seen at the SU and the BS respectively for link q.

The present embodiment of this invention uses advanta-
geously the fact that the q” element of the gradient of the
objective function can be written as the product of the inter-
ference powers divided by the square of the transfer gain:

(V) k=1 @ia(gV (@)

The transmit power update relationship in Eq. 25 and Eq.
26 can be applied repeatedly for a fixed feasible y,, and the

EQ. 27



US 9,344,233 B2

55

convergence of T, —F, (ya) is guaranteed. In fact some assert
this convergence will be guaranteed if we optimize the
receive weights at each iteration. (See Visotsky, E; Madhow,
U, “Optimum Beamforming Using Transmit Antenna
Arrays”, Vehicular Technology Conference, 1999 IEEE 4
Volume 1, pp 851-856, though he only considered the effects
in a Rank 1 channel, that is a single narrowband rather than a
MIMO channel.) A similar statement holds for ,—F,(y,). In
an alternative embodiment where the proper relationship is
unknown, or dynamically changing, then a suitably long
block of N samples is used to establish the relationship, where
N is either 4 times the number of antennae or 128, whichever
is larger, with the result being used to update the receive
weights at each end of the link, optimize the local model in
Eq. 23 and Eq. 24, and then apply Eq. 25 and Eq. 26.

The algorithm used in the preferred embodiment enables
the network, and local nodes thereof, to attain several impor-
tant results. First, for each aggregate set m, the optimization
of the local model(s) at each node(s) completely decouples
the network optimization problem to an independent (set) of
local problem(s) that is solved among the aggregate set links.
Accordingly, within a given aggregate set, we inherit the
network objective function model:

L, (1:8-B)=Z e pom& V(@) EQ. 28
2 gepemlog(1+y()=B(m) EQ. 29
g~ (@A) V()P EQ. 30

where L, (y,2,p) is the sum of the separable, linearized,
objective functions corresponding to the aggregate set num-
ber m, where each localized objective function depends only
on variables that pertain to the given aggregate set,

g,7(q) is the product of the q’th element of the gradient
vector with the SINR for link q,

g, is the q’th element of the gradient vector,

and,

Ih(q)I? is the square of the channel transfer gain from the
transmit beamformer, through the channel to the output
beamformer (not including the transmit power).

Second, this approach eliminates matrix channel estima-
tion as a necessary step, as solving the local problem only
requires that an estimate of the post beamforming interfer-
ence power, a single real number for each link, be transmitted
to the other end of the link, or in another embodiment to the
node assigned to computing the transmit powers for a given
aggregate set. For each link, a single real number, the transmit
power, is then propagated back to the transmitter. This is true
even for networks with large rank MIMO channel matrices.

Third, the optimization problem, which is stated in general
terms in Eq. 17, when you plug in a formula for  as a function
of y into the objective function, i.e. 17F (v) for the SINR to
power mapping F,(y), is reduced from a complex and poten-
tially unsolvable problem to one that has a simple closed form
solution, and thus can use a well known water filling problem
seen in classical information theory (see T. Cover, T. Joy,
Elements of Information Theory, Wiley; 1991); Matthew Bro-
mberg and Brian Agee, “The LEGO approach for achieving
max-min capacity in reciprocal multipoint networks,” in Pro-
ceedings of the Thirty Fourth Asilomar Conf. Signals, Sys-
tems, and Computers, October 2000.

Fourth, even when starting from non-feasible starting
points, the algorithm rapidly converges: in the preferred
embodiment, where all parameters are updated after every
receive block, it converges to a fixed point within the vicinity
of the optimal solution; and in an alternative embodiment,
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where the v, vector is held fixed until &r, —=F, (y,) and m,—F,
(Y., before updating the weights and updating vy, again.

A figure illustrating the computational tasks at the BS and
the SU for a given link q is shown in FIG. 34. It is assumed that
the BS is assigned the task of computing the transmit gains for
this particular example. The figure shows that only two num-
bers are transferred from the BS to the SU and from the SU to
the BS. The basic computational tasks at each node are also
shown.

Inthe preferred embodiment, only one side of the link need
perform the power management computations. One of the
principle advantages and strengths of the present embodi-
ment of the invention is that it replaces half of the prior art’s
explicit, dual computations with an implicit computation that
is performed by the physical transmission of data, which
generates the real-world interference (and thus interference
values) used by the power control algorithm.

The estimation of the transfer gains and the post beam-
forming interference power is done efficiently in the preferred
embodiment with simple least squares estimation techniques.

The problem of estimating the transfer gains and the post
beamforming interference power (in the preferred embodi-
ment, by using a least squares algorithm) is equivalent to
solving for the transfer gain h as follows:

y(n)=hgs(n)+e@) EQ. 31

where y(n) is the output of the beamformer at the time sample,
h~w? (qQ)H,,(q,9)g,(q), whose square modulus is P, (q,q),
w,(q) is the receive weight vector for link q,
g,(q) is transmit weight vector for link q,
g is the square root of the transmit power m(q),
s(n) is the transmitted complex symbol at time sample n,
and
€(n) represents all of the remaining co-channel interference
and noise. (Indexing is dropped to avoid clutter.) Then y(n) is
defined as the output after applying the unit normalized
despread weights to the received data. This is simply the usual
beamformer output divided by the norm of the despread
weights with respect to the noise covariance matrix: and for
many applications, this will be a scaled multiple of the iden-
tity matrix.
Using a block of N samples of data, h is then estimated as:

EQ. 32
s*(m)y(n)

M=| 1M1=

ls()I? g

3
o

where h is the channel transfer gain,
s*(n) is the conjugate of s(n),
y(n) is the output of the beamformer at the time sample n,
and,

s(n) is the transmitted complex symbol at time sample n.
From this an estimation of the residual interference power,
R, which is identified with 1,(q) in Eq. 11 by:

LY EQ. 33
Re = let)l) = 57 ), (vl ~Ighs(l?).
n=1

where
ghis the product of the transmit gain and the post-beamform-
ing channel gain.

The knowledge of the transmitted data symbols s(n) in the
preferred embodiment comes from using remodulated sym-
bols at the output of the codec. Alternative embodiments use
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the output of a property restoral algorithm used in a blind
beamforming algorithm such as constant modulus or constel-
lation restoral, or by using a training sequence explicitly
transmitted to train beamforming weights and assist the
power management algorithms, or other means known to the
art. This information, and the knowledge of the data transmit
power values t,(q) will be at the receiver and can be trans-
mitted to the transmitter as part of a data link layer message;
and if the processing occurs over fairly large blocks of data
the transfer consumes only a small portion of the available
bandwidth. Means for handling the case when a transmit
mode is shut off, so that one of the 7, (q)=0, include removing
the index (q) from the optimization procedure and making no
channel measurements.

In the preferred embodiment, a link level optimizer and
decision algorithm (See FIGS. 32A and 32B) is incorporated
in each node; its inputs include the target and the bounds for
that node, and its outputs include the new transmit powers and
indications to the network as to how the node is satisfying the
constraints. FIG. 33 indicates a decision algorithm used by
the link level optimizer.

In an alternative embodiment, the solution to Eq. 3 is
implemented by using a variety of Lagrange multiplier tech-
niques. In other alternative embodiments, the solution to Eq.
3 is implemented by using a variety of penalty function tech-
niques. All of these embody techniques known to the art for
solving the local problem. One such alternative takes the
derivative of y,, with respect to &, and uses the Kronecker-
Delta function and the weighted background noise; in sepa-
rate alternative embodiments, the noise term can be neglected
or normalized to one. An approximation uses the receive
weights, particularly when null-steering efforts are being
made, and as the optimal solution will have weights that
approach the singular vectors of the interference-whitened
MIMO channel response. In the situation where the links of'a
given aggregate set Q(m) are all connected to a single node in
the network, all information pertaining to the subchannels
and propagation modes of the MIMO channel associated with
that node are available, hence the norm squared transfer gain
P,,(q,q) is available for all geQ(m) from the processing used
to obtain the MMSE receive beamforming weights.

In the preferred embodiment, adaptation of the power is
done in a series of measured and quantized descent steps and
ascent steps, to minimize the amount of control bits that need
to be supported by the network. However, in an alternative
embodiment, a node may use more bits of control information
to signal for and quantize large steps.

Various alternative methods can be used to develop the
local model for each node. The preferred embodiment’s use
of measured data (e.g. function values or gradients) to
develop the local model valid in vicinity of the current param-
eter values, is only one approach; it can, however, be readily
optimized within the node and network. The usual model of
choice in prior art has been the quadratic model, but this was
inadequate as elements of the functions are monotic. One
alternative embodiment is to use a log-linear fractional
model:

ary(g) + ao EQ. 34

Pq ZIOg(m):ﬁq(”l(q))

where B, is the achievable bit capacity as a function of the

transmit gains 7,(q); and to characterize the inequality
Blra(g)=p

with a linear half-subspace, and then solving the approxima-

tion problem with a simple low dimensional linear program.

Another alternative embodiment develops the local mode

by matching function values and gradients between the cur-
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rent model and the actual function. And another develops the
model as a solution to the least squares fit, evaluated over
several points.

Because of the isolating effect of the transmit and receive
weights the fact that the transmit weights for the other nodes
in the network may change mitigates the effect on the local
model for each node. Yet another alternative broadens the
objective function to include the effect of other links in the
network, viewing them as responding to some extent to the
transmit values of the current link q. A finer embodiment
reduces the cross-coupling effect by allowing only a subset of
links to update at any one particular time, wherein the subset
members are chosen as those which are more likely to be
isolated from one another.

In the preferred embodiment, and as shown in the figures,
Node 2 optimizes the receiver weights during the uplink
(when sending) using a MMSE function; then measures the
SINR over all paths k for a particular channel q, and informs
the sending node 1 both of the measured capacity for channel
q, that is, (D,,(q)) and, if the measured capacity experienced
for that channel is too high, to lower the power, or, if the
measured capacity for that channel is too low, to increase the
power, with the power increase or decrease being done by
small, discrete increments. Node 2 then sets, for that channel,
the transmit weights to the receive weights and repeats this
sub-process for the downlink case. By successive, rapid itera-
tion node 2 rapidly informs node 1 of the precise transmission
power needed at node 1 to communicate over channel q with
node 2.

This process is performed for every channel q which is
active at node 2, until either the target capacity is attained, or
the capacity cannot be improved further. It is also repeated at
every node in the network, so node 1 will be telling node 2
whether node 2 must increase or decrease the power for node
2’s transmissions to node 1 over channel q.

In an alternative embodiment, the network contains one or
more network controllers, each of whom govern a subset of
the network. The network controller initiates, monitors, and
changes the target objective (in the preferred alternative
embodiment, capacity) for the set of nodes it governs and
communicates the current objective to those nodes and the
rest of the network as necessary. (See FIG. 33.) Different
sub-networks can use different capacity objectives depending
on each network’s localized environment (both external and
internal, i.e. traffic density).

The network controller, once it has initialized the recipro-
cal set and objective continually monitors the network of
nodes it governs, continually compares if the desired capacity
has been reached, and for each node n, perform a fitting
function. If a node n is compliant with the power constraints
and capacity bound, then R, (n) should be reduced by a small
amount; but if node n has both power constraints and capacity
violations than R, (n) should be incremented for that node.
These increments and decrements are preferably quantized to
fixed small numbers. In an alternative embodiment of the
invention the scalar and history of the increments and decre-
ments are recorded to feed into experientially modified
approximations, effectively embodying a real-world adapta-
tion learning for each node.

One important consequence of this approach is that com-
pliance with any network constraint or objective can be con-
veyed with a single bit, and increment or decrement with two
bits, thereby reducing the control overhead to a minimum.

From the Butler Mode Forming element received signals
are first passed through the frequency channel bank, then
mapped to the FDMA channels. The received data on channel
k will be passed through both the Multilink Receive weight
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adaptation algorithm and the Multilink diversity combining,
Receive weights W(k) element, which in turn both feed into
the Multilink LEGO gain adaptation algorithm and thus feed-
back into the multilink diversity distribution element for out-
going transmissions. The Multilink Receive weight adapta-
tion algorithm passes the adapted data from channel k over to
the Multilink Diversity combining, Receive Weights W(k)
element passes on the signal to both the circuits for the Equal-
ization algorithm and the Delay/ITI/pilot-gating removal
bank, that strips out the channel-coordinating information
and passes the now combined signal to the symbol decoder
bank to be turned into the information which had been sent
out from the originating transceiver, the inverse process, gen-
erally, from the symbol encoding at the transmission end.

These Signal Encoding Operations are graphically dis-
played in FIG. 21. (Because the decoding is both the inverse
and well enough known, given a particular encoding, to be
within the state of the art for any practitioner in the field, there
is not a for the inverse, Symbol Decoding Operations.) A
given signal, such as an IP datagram, is formed into a frag-
ment and passed along to a MUX element. (Any signal which
can be equated to or converted into an IP datagram, for
example an ATM, would either be converted prior to this point
orhandled similarly.) The desired MAC header data, which in
one alternative embodiment is optionally time-stamped, is
also fed into the same MUX element where the two combine.
This combined signal now passes through a CRC generator as
well as feeding into a second MUX that combines the CRC
output with it. Next, the signal passes into an encryption
element that also performs trellis encoding. (In an alternative
embodiment one or both of these operations are eliminated,
which reduces the transceiver’s hardware and software com-
plexity but decreases the network’s security and reliability.)
(For more information on the alternative use of Trellis coded
modulation, see, Boulle, et al., “An Overview of Trellis
Coded Modulation Research in COST 2317, IEEE PIMRC
’94, pp. 105-109.) The now-encoded signal is next passed to
the element where it is mapped to the individual tones and the
MT symbols, and where buffer tones and time and frequency
interleaving is done. A second, optional, delay preemphasis
signal element, and a third signal element from a pilot gen-
erator, taking input from the originating node, recipient node,
group, or network, or any combination or sub-combination
thereof, now are combined with the signal from the mapping
element in a MUX. This MUX may use the first two slots for
a pilot without modulation by the information tones, using the
remaining slots for the pilot modulated by the information
tones to further harden the pilot/signal combination. An alter-
native embodiment would at this point further pass the trans-
mission signal through an ITT pre-distortion element; other-
wise, the now-encoded, piloted, and mapped transmission
signal is ready.

Pilot tone generation, summarily disclosed on FIG. 21, is
further detailed in FIG. 28. Information concerning one or
more of the originating node, recipient node, and network or
group channel organization flow into a pilot signal generator,
and the resulting pilot signal is further modified by a network
code mask. This multilayer mask then is used to form a signal
with a pseudorandom sequence that is shared by all nodes in
the same network or group, though the sequence may vary
over channels and MT symbols to allow further coordination
amongst them at the receiving end. Passing on the signal is
modified in an element-wise multiplication (typically a
matrix operation, embedded in hardware) by a signal that
indexes on the originating node, which in an optional varia-
tion includes a nodal pseudodelay, unique to that node in the
network or group, which overlay again may vary over chan-
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nels and frames to improve security. The originating node
index overlay is a complex, exponential phase ramping. The
combined signal now mixes with a recipient node index,
another pseudorandom sequence that is unique to the recipi-
ent node, modifying the whole in a second element-wise
multiplication. Thus the final pilot tone reflects the content
signal, modified to uniquely identify both the originating
node and its context, and the receiving node and its context,
effecting a signal composition that allows the network to pilot
the communication through the network from origin to des-
tination regardless of the intervening channels it takes.

When a communication is transmitted, it will be received;
and the MIMO reception is, like the transmission, adaptive.
See FIG. 30, detailing the logical processing involved.
Received data passes through both a Multilink weight adap-
tation algorithm and (to which that part is combined) a Mul-
tilink diversity combining of the Reception weights. This
reweighted transmission now passes through the equalization
algorithm and (to which that is combined) a Delay/IT1/pilot-
gating removal bank stage. These sort out the properly
weighted tones, perform the recombinations, and undo the
pilot-gating distortion to effectively reassemble at the recep-
tion end the symbol pattern of the original signal. That now
passes through a symbol decoder bank to recover the message
from the symbolic representation and the whole now is joined
with the other received and linked messages for final reas-
sembly. The functional and firmware processing (fixed logic
hardware, limited purpose firmware, or combined software,
processors and circuitry). The received symbol X(i,1), com-
prising a matrix combination of L. Link and M multitone
elements, is first modified by the pilot tone generator that
sends the recipient node, network, and group modifications
for an element-wise reverse multiplication, to strip off that
component of the signal and identify if the received symbol is
from any originating source trying to send to this particular
recipient. If the recipient pilot signal matches, then the signal
passed on to a circuit that separates the pilot signal elements
from the data signal elements. The pilot signal elements are
passed through a link detection circuit that preferentially uses
a FFT-LS algorithm to produce link quality statistics for that
particular received transmission, identifies the weighting ele-
ments that were contained in the pilot signal and passes those
over to the multilink combination circuit, and sends the pilot
weights over to the circuit for equalizing weight calculations.
The data signal, combined with the pilot weighting elements,
now is combined with the equalizer calculated factors to strip
off all pilot information from the traffic data. Next, the re-
refined traffic data passes through a link demodulator to pro-
duce the original channel-by-channel link streams of data. In
an alternative embodiment, the first channel, which has been
reserved for decryption, decoding, and error detection signal
ling, not passes through the ITI correction circuitry and
thence to the instantiated decryption, decoding, or retrans-
mission circuitry as indicated by the data elements of the first
channel signal; meanwhile, the remaining data channel ele-
ments are available, having been refined from the combined
received elements.

A MIMO transceiver contains and uses simultaneously a
multiple of single RF feeds. A signal passes between the
Butler Mode Forming element and a Band Pass Filter, or
preselection, element, and then between the Band Pass Filter
element and the Transceiver switch. If the signal is being
transmitted, it goes through a Low Noise Amplifier element
and then back into the Transceiver switch; if the signal is
being received, it goes through a Phase Amplifier and back
into the Transceiver switch. The signal passes between the
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Transceiver switch and the Frequency translator, and then
back into the Transceiver switch.

In the Frequency translator (FIG. 25), the signal passes
through a second Band Pass Filter with a Surface Acoustic
Wave (SAW) Frequency greater than three, then between that
second Band Pass Filter and a first mixer, where it will be
mixed (or unmixed, depending on direction) with (or by)
another waveform which has come from the timing
element(s), which may be any of the system clock, synchro-
nization subsystem, and GPS time transfer, or their combina-
tion. The combined timing and content signal passes between
the first mixer and a SAW element where it is combined (or
separated) with a saw frequency of less than or equal to 1.35
times that of the signal. The SAW-modified signal passes
between the SAW element and a second mixer, where the
saw-modified signal is mixed (or unmixed, depending on
direction) by the waveform which also has come from the
timing element(s) mentioned above. The signal passes
between the second mixer and the LPF element with a SAW
Frequency greater than three; the next transition is between
the frequency translator and the Transceiver switch. Depend-
ing on the direction of the signal, it passes between the Trans-
ceiver switch and the ADC element or the DAC element (the
ADC and DAC together are ‘the converter elements’) and the
Transceiver switch, and between the ADC element and the
FFT/IFFT element or between the FFT/IFFT element and the
DAC element. Both the DAC and ADC elements are linked to
and governed by the system clock, while the signal’s passage
through the Transceiver switch and the other elements (LNA
or PA, Frequency Translator, and between the Transceiver
switch and the converter elements, is governed by the Switch
Controller element. This approach is used because the Fre-
quency Translator can be implemented as a single piece of
hardware which lowers the cost of the overall unit and lessens
the signal correction necessary.

Different multitone formats are used at different transceiv-
ers, thereby enabling ready distinction by and amongst the
receivers of the transmitter frequency tone set. For fixed
transceivers (BS or fixed SU), rectangular windows with
cyclic prefixes and/or buffers are used; for mobile transceiv-
ers, non-rectangular windows and guard times are used. This
provides the network with a capacity fall-back as the network
environment and traffic dynamics vary. In the preferred
embodiment the guard times are matched to the cyclic pre-
fixes and buffers, the multitone QAM symbols are matched at
all windows, and the different windows and capacity are used
in different modes.

The multitone (multifrequency) transmission that occurs
between every pair of nodes when they form a communica-
tions link exploits the multipath phenomena to achieve high
QoS results. Each node, when it is acting as a receiver, opti-
mizes the receive weights, using the MMSE technique. This
goes directly against Varanesi’s assessment that “de-correla-
tive and even linear MMSE strategies are ill-advised for such
channels because they either do not exist, and even if they do,
they are plagued by large noise-enhancement factors”™.

An alternative embodiment uses the Max SINR technique,
and any combination of these and other industry-standard
receiver optimization algorithms are feasible alternative
implementations. Then the transmit weights for that node in
its reply are optimized by making them proportional to the
receive weights. Finally, the transmit gains (gain multipliers
that multiply the transmit weights) are optimized according to
a max-min capacity criterion for that node, such as the max-
min sum of link capacities for that transceiver node at that
particular time. An alternative embodiment includes as part of
the network one or more network controllers that assist in

10

15

20

25

30

35

40

45

50

55

60

65

62

tuning the local nodes’ maximum capacity criterion to net-
work constraints, e.g. by enforcing a balancing that reflects an
intermediate nodes’ current capacity which is lower than the
local, originating node’s current capacity.

The MIMO network model for the aggregate data trans-
mitted between N, “Set 1 nodes” {n,(1), ...,n,;(N,)}, receiv-
ing data over downlink time slots and transmitting data over
uplink time slots, and N, “Set 2 nodes” {n,(1), . . ., n,(N,)
}receiving data over uplink time slots and transmitting data
over downlink time slots, can be approximated by

Xo(k, D)t (e, )+H (e, 1)s () EQ. 36
(uplink network channel model)
x, (e D=t (ke D)+ Ho e D) s (K, 1) EQ. 37

(downlink network channel model)

within frequency-time channel (k1) (e.g., tone k within
OFDM symbol 1) transmitted and received at uplink fre-
quency f,,(k) and time t,,(1) and downlink frequency f;,(k)
and time t, (1), where

s,(kD=[s7,(.l;n, (1)) . . . s7,(k]in, (N )] represents the
network signal vector transmitted from nodes {n,(p)}
within uplink channel (k,1);

s, (kK D)=[s%,(.L;n,(1)) . . . s7,(kI;n,(N,))]Y represents the
network signal vector transmitted from nodes {n,(q)}
within downlink channel (k,1);

x, (e D=[x7, (k,L;n, (1)) . . . x7, (k,1;n, (N,)]7 represents the
network signal vector received at nodes {n,(p)} within
downlink channel (k,1);

%, D)=[xT,(k,iny (1)) . . . x5k, 1;n,(N )] represents the
network signal vector received at nodes {n,(q)} within
uplink channel (k,1);

1, (D=7, (k,I;n, (1) . . . i7,(k,I;n,(N))]F models the net-
work interference vector received at nodes {n,(p)}
within downlink channel (k,1);

i, D155k, I;n,(1) - . . i%5(k,1;n,(N,))]¥ models the net-
work interference vector received at nodes {n,(q)}
within uplink channel (k,1);

H,,(k,D)=[H,,(k;n,(q),n,(p))] models the channel
response between transmit nodes {n,(p)} and receive
nodes {n,(q)} within uplink channel (k,1); and

H,,(kD=[H,,(& ;n,(p),;n,(q))] models the channel
response between transmit nodes {n,(q)} and receive
nodes {n,(p)} within downlink channel (k,1);

and ( )7 denotes the matrix transpose operation, and where
s,(kl;n;) represents the M,(n)x1 node n, signal vector
transmitted over

M;(n,) diversity channels (e.g., antenna feeds) within
uplink frequency-time channel (k,1);

s,(k,l;n,) represents the M,(n,)x1 node n, signal vector
transmitted over

M,(n,) diversity channels within downlink frequency-time
channel (k,1);

x, (k.I;n,) represents the node n, signal vector received over
M, (n,) diversity channels within downlink frequency-
time channel (k,1);

x,(k,1;n,) represents the M,(n,)x1 node n, signal vector
received over M,(n,) diversity channels within uplink
frequency-time channel (k,1):

i,(k,lin; ) models the M, (n, )x1 node n, interference vector
received over M, (n,) diversity channels within down-
link frequency-time channel (k,1);

i,(k,l;n,) models the M,(n,)x1 node n, interference vector
received over M,(n,) diversity channels within uplink
frequency-time channel (k,1);
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H,,(kl;n,n;) models the M,(n,)xM,(n;) channel
response matrix between transmit node n,; and receive
node n, diversity channels, within uplink channel (k,1);
and

H,(k;n;,n,) models the M,(n,)xM,(n,) channel
response matrix between transmit node n, and receive
node n diversity channels, within downlink channel
(D).

In the absence of far-field multipath between individual
nodes, H,,(k,l;n,,n;) and H,,(k1Iin,,n,) can be further
approximated by rank 1 matrices:

Hy\(kLinyny)=ho, (y,15)as(f, (K)o (Dsn 1:”2)0T1(f21
() 12 (D31, 1y xexp{ 72002 (0,11 o1 () =2y
(1 n)t(D)} EQ. 38
H sk Lnyny)hs0,n)a (ks Oman a6
() 112(D)smy ma)xexp{ 20T o (o)1 (k) -V 12

()t} EQ. 39

where

A,1(n,,n,) models the observed uplink pathloss and phase
shift between transmit node n, and receive node n,;

Ao(ny,n,) models the observed downlink pathloss and
phase shift between transmit node n, and receive node
n;

T,,(n,,0,) models the observed uplink timing offset (delay)
between transmit node n, and receive node n,;

T,,(n;,n,) models the observed downlink timing offset
between transmit node n, and receive node n,;

V,5;(n,,n,) models the observed uplink carrier offset
between transmit node n, and receive node n,;

v,,(n,;,n,) models the observed downlink carrier offset
between transmit node n, and receive node n;

a,(f,;tn,,n,) models the M;(n;)x]1 node n, channel
response vector, between node n, and each diversity
channel used at node n,, at frequency f and time t; and

a,(fit;n;,n,) models the M,(n,)x1 node n, channel
response vector, between node n, and each diversity
channel used at node n,, at frequency f and time t.

In many applications, for example, many airborne and
satellite communication networks, channel response vector
a,(fitin,,n;) can be characterized by the observed (possibly
time-varying) azimuth and elevation {6, (t;n,,n,),¢, (f;t;n,,
n,} of node n, observed at n,. In other applications, for
example, many terrestrial communication systems, a, (f,t;n,,
n,) can be characterized as a superposition of direct-path and
near-field reflection path channel responses, e.g., due to scat-
terers in the vicinity of hi, such that each element of a, (f,t;n,,
n,) can be modeled as a random process, possibly varying
over time and frequency. Similar properties hold for a,(f;t;n,,
n,).

In either case, a, (f;t;n,,n, ) and a,(f;t;n,,n,) can be substan-
tively frequency invariant over significant breadths of fre-
quency, e.g., bandwidths commensurate with frequency
channelizationused in 2G and 2.5 G communication systems.
Similarly, a,(f;t;n,,n,) and a,(f;t;n;,n,) can be substantively
time invariant over significant time durations, e.g., large num-
bers of OFDM symbols or TDMA time frames. In these cases,
the most significant frequency and time variation is induced
by the observed timing and carrier offset on each link.

In many networks of practical interest, e.g., TDD networks,
the transmit and receive frequencies are identical (f,,(k)=f,,
(k)=f(k)) and the transmit and receive time slots are separated
by short time intervals (t,,(D)=t;,(1)+A,,~t(1)), and H,, (k.1)
and H,,(k,1) become substantively reciprocal, such that the
subarrays comprising H,, (k,1) and H, , (k1) satisfy H,, (k,1;n,,
n,)=8,, (k,1;n; ,n,)H? ,(k,I;n,;,n,), where €,,(kl;n;.n,) is a
unit-magnitude, generally nonreciprocal scalar.
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If the observed timing offsets, carrier offsets, and phase
offsets are also equalized, such that A,,(n,,n,)=k,,(n,.n,),
To1 (0.1 2T, 5(0100),  and Vo (0o, )=v5(0y.0,),  for
example, by synchronizing each node to an external, univer-
sal time and frequency standard such as Global Position Sys-
tem Universal Time Coordinates (GPS UTC), then d,,(k,Iin,,
n,)=~1 can be obtained and the network channel response
becomes truly reciprocal, H,,(k,1)~H7 | ,(k,1). However, this
more stringent level of reciprocity is not required to obtain the
primary benefit of the invention.

In order to obtain substantive reciprocity, each node in the
network must possess means for compensating local differ-
ences between transmit and reception paths. Methods for
accomplishing this using probe antennas are described in
Agee, et. al. (U.S. patent application Ser. No. 08/804,619,
referenced above). A noteworthy advantage of this invention
is that substantive reciprocity can be obtained using only local
transmit/receive compensation means.

The channel model described above is extendable to appli-
cations where the internode channel responses possess sub-
stantive multipath, such that H,  (k,I;n,,n,) and H, ,(k.I;n,,n,)
have rank greater than unity. This channel response can also
be made substantively reciprocal, such that the primary ben-
efit of the invention can be obtained here.

The preferred embodiment uses a substantively null-steer-
ing network wherein each node transmits baseband data
(complex symbols provided by a multirate codec) through the
multiplicity of reciprocal linear matrix operations prior to
transmission into the antenna array during transmit opera-
tions, and after reception by the antenna array during receive
operations, in a manner that physically separates messages
intended for separate recipients. This is accomplished by
(1) forming uplink and downlink transmit signals using the
matrix formula

sy(kLin)=Gy(kLn)d (kin,)

solkliny )=Gok,Ling)ds (kL) EQ. 40

where

d,(k,I;n)=[d,(kI;n, (1)) . . . d,(kn,(N,),n,)]* repre-
sents the vector of complex data symbols transmitted
from node n,; and intended for each of nodes {n,(q)},
respectively, within uplink channel (k,1);

dy(k.Iinp)={dy(k i, (1)on,) - .+ dy(king (N)),n,)]” repre-
sents the vector of complex data symbols transmitted
from node n, and intended for each of nodes {n,(q)},
respectively, within downlink channel (k,1);

G,k liny)=[g, (kLiny(1),ny) - . . gy (kLiny(Ny),ny)] repre-
sents the complex distribution weights used to redun-
dantly distribute symbol vector d,(k,;n;) onto each
diversity channel employed at node n, within uplink
channel (k,1); and

Golklin, )=[go(klin, (1),n,) - . . go(k,lin(Ny),ny)] repre-
sents the complex distribution weights used to redun-
dantly distribute symbol vector d,(k,I;n,) onto each
diversity channel employed at node n, within downlink
channel (k,1);

(2) reconstructing the data intended for each receive node
using the matrix formula

nilkin 1):WH1 (e Ln)x (K Lny)

Yol L) =W, (e, Lny)xs (e Ly EQ. 41

where () denotes the conjugate-transpose (Hermitian trans-
pose) operation, and where

yi(eln)=ly, (kLny(1).n,) . . . y,(lin,(Ny)ny)]” repre-

sents the vector of complex data symbols intended for
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node n; and transmitted from each of nodes {n,(q)},
respectively, within downlink channel (k,1);

Voo liny) =Ty, (e lin, (1),0y) - - - yy(klin (N),n,)]” repre-
sents the vector of complex data symbols intended for
node n, and transmitted from each of nodes {n,(p)},
respectively, within uplink channel (k.1);

W,k Liny y=[w, (kLny(1)n,) . .. wy (K Iiny(N3),n, )] repre-
sents the complex combiner weights used at node n; to
recover symbol symbols {d, (k,1;0,(q),n,)}intended for
node n, and transmitted from nodes {n,(q)} within
uplink channel (k,1): and

Wk, I, )=[w,(k.Iin, (1),0,) . . . wy(k,l;n, (N,),n,)] repre-
sents the complex combiner weights used at node n, to
recover symbol symbols {d,(k,l;n, (p),n,)}intended for
node n, and transmitted from nodes {n,(p)} within
uplink channel (k,1).

(3) developing combiner weights that {w,(k,l;n,,n,)} and
{w,(&;n;,n,)} that substantively null data intended for
recipients during the symbol recovery operation, such that for
n; =0,

Wy (k Lo nyay (fia(R) oD ) I<<IwH (kL)

NGPORPOEIEN] EQ. 42
and
Wk Ly 1) as(fo 1 (R) oy (D3 i) I<<IwP(k Lo, o)

a(51(R) Loy (D5, 1) EQ. 43

(4) developing distribution weights {g, (k,1;n,,n,)} and {g, (k,
L;n,,n,)} that perform equivalent substantive nulling opera-
tions during transmit signal formation operations:

(5) scaling distribution weights to optimize network capacity
and/or power criteria, as appropriate for the specific node
topology and application addressed by the network;

(6) removing residual timing and carrier offset remaining
after recovery of the intended network data symbols: and
(7) encoding data onto symbol vectors based on the end-to-
end SINR obtainable between each transmit and intended
recipient node, and decoding that data after symbol recovery
operations, using channel coding and decoding methods
develop in prior art.

In the preferred embodiment, OFDM modulation formats
is used to instantiate the invention, and substantively similar
distribution and combining weights are computed and
applied over as broad a range of tones (frequency channels k)
and OFDM symbols (time slots 1) as is practical. The range of
practical use is determined by the frequency selectivity (delay
spread) and time selectivity (Doppler spread) of the commu-
nications channel, which determines the degree of invariance
of'the channel response vectors a, and a, on (k,1); the dynam-
ics of interference 1, and i,; latency requirements of the com-
munications network; and dimensionality of linear combiners
used at each node in the network, which determine the num-
ber of frequency-time channels needed to determine reliable
substantively null-steering distribution and combining
weights.

In the preferred embodiment, substantively nulling com-
biner weights are formed using an FFT-based least-squares
algorithms that adapt {w,(k,l;n,,n,)} and {w,(k,l;n;,n,)} to
values that minimize the mean-square error (MSE) between
the combiner output data and a known segment of transmitted
pilot data. Operations used to implement this technique dur-
ing receive and transmit operations are shown in FIGS. 35 and
36, respectively. The preferred pilot data is applied to an
entire OFDM symbol at the start of an adaptation frame
comprising a single OFDM symbol containing pilot data
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followed by a stream of OFDM symbols containing informa-
tion data. The pilot data transmitted over the pilot symbol is
preferably given by

pilks np, my) = dy(k, 15 ma, 1) EQ. 44
= poi (k)pay (ks ma) pry (ks my)
patks ny, np) = dy (k, 1y ny, mp) EQ. 45

= por(k)pralhs ny) paa (ks np)

where symbol index 1 is referenced to the start of the adapta-
tion frame, and where

Po:(K) is a pseudorandom, constant modulus uplink “net-
work™ or “subnet” pilot that is known and used at each
node in a network or subnet;

Pox(k) is a pseudorandom, constant modulus downlink
“network” or “subnet” pilot that known and used at each
node in the network;

ps;(k;n,) is a pseudorandom, constant modulus uplink
“recipient” pilot that is known and used by every node
intending to transmit data to node n, during uplink trans-
mission intervals;

pi.(kin,)) is a pseudorandom, constant modulus downlink
“recipient” pilot that is known and used by every node
intending to transmit data to node n during downlink
transmission intervals;

p1i(ksn, exp{j2wd, (n, )k} is a sinusoidal uplink “origina-
tor” pilot that is used by node n, during uplink transmis-
sion intervals;

Pas(kin, mexp{i2md,(n,)k} is a sinusoidal downlink
“originator” pilot that is used by node n, during down-
link transmission intervals;

The “pseudodelays” 9,(n;) and 9,(n,) can be unique to
each transmit node (in small networks), or provisioned at the
beginning of communication with any given recipient node
(in which case each will be a function of n, and n,). In either
case, the minimum spacing between any pseudodelays used
to communicate with a given recipient node should be larger
than the maximum expected timing offset observed at that
recipient node. This spacing should also be an integer mul-
tiple of 1/K, where K is the number of tones used in a single
FFT-based LS algorithm. If K is not large enough to provide
a sufficiency of pseudodelays, additional OFDM symbols can
be used for transmission of pilot symbols, either lengthening
the effective value of K, or reducing the maximum number of
originating nodes transmitting pilot symbols over the same
OFDM symbol (for example, the recipient node can direct 4
originators to transmit their pilot symbols over the first
OFDM symbol in each adaptation frame, and 4 other origi-
nators to transmit their pilot symbols over the next OFDM
symbol, allowing the recipient node to construct combiner
weights for 8 originators). In the preferred embodiment, K
should also be large enough to allow effective combiner
weights to be constructed from the pilot symbols alone.

The remaining information-bearing symbols in the adapta-
tion frame are then given by

d(kLno,m )y=p (knyn)do (kv EQ. 46

dy(kLn  mo)=po(kon no)d g (kv i) EQ. 47

where d,, (k,1;n,,n,) and dg,(kl;n ,n,) are the uplink and
downlink data symbols provided by prior encoding, encryp-
tion, symbol randomization, and channel preemphasis stages.

Preferably, the adaptation frame is tied to the TDD frame,
such that the TDD frame comprises an integer number of
adaptation frames transmitted in one link direction, followed
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by an integer number of adaptation frames transmitted in the
reverse link direction. However, the OFDM symbols in the
adaptation frame may be interleaved to some degree or any
degree. The pilot data may also be allowed to pseudoran-
domly vary between adaptation frames, providing an addi-
tional layer of “physical layer” encryption in secure commu-
nication networks.

Atthe recipient node, the pseudorandom pilot components
are first removed from the received data by multiplying each
tone and symbol by the pseudorandom components of the
pilot signals

xo1(kLinyy=cop(k;n )xy (K Limy) EQ.53

xoalk Ling)=coy (k;na)xo(k,Lims) EQ. 48

where ¢, (kin, )=[po,(K)p, ,(kin, )]* and ¢, (kin,)=[po; K)p2,
(ksn,)]* are the derandomizing code sequences.

This operation transforms each pilot symbol authorized
and intended for the recipient node into a complex sinusoid
with a slope proportional to the sum of the pseudodelay used
during the pilot generation procedure, and the actual observed
timing offset for that link (observed pseudodelay). (See FIGS.
21, 28.) Unauthorized pilot symbols, and symbols intended
for other nodes in the network, are not so transformed and
continue to appear as random noise at the recipient node (See
FIG. 38A, 38B).

The FFT-based LS algorithm is shown in FIG. 37. The pilot
symbol, notionally denoted x,(k,]) in this Figure (i.e., with
reference to uplink/downlink set and node index suppressed),
is multiplied by a unit-norm FFT window function, and
passed to a QR decomposition algorithm, preferably a block
modified-Gram-Schmidt Orthogonalization (MGSO), and
used to compute orthogonalized data {q(k)} and upper-trian-
gular Cholesky statistics matrix R. Each vector element of
{q(k)} is then multiplied by the same window function, and
passed through a zero-padded inverse Fast Fourier Transform
(IFFT) with output length PK, with padding factor P, prefer-
ably P=4, to form uninterpolated, spatially whitened proces-
sor weights {u(m)}, where lag index m is proportional to
target pseudodelay d(m)=m/PK. The whitened processor
weights are then used to estimate the mean-square-error
(MSE) obtaining for a signal received at each target
pseudodelay, e(m)=1—-|ju(m)A?, yielding a detection statistic
(pseudodelay indicator function) with a minimum (valley) at
IFFT lags commensurate with the observed pseudodelay (al-
ternately, combiner output SINR y(m)=¢~'(m)-1 can be mea-
sured at each target pseudodelay, yielding a detection statistic
(peak) at FFT lags commensurate with that pseudodelay. The
pilot symbol, notionally denoted x,(k,]) in this Figure (i.e.,
with reference to uplink/downlink set and node index sup-
pressed), is multiplied by a unit-norm FFT window function,
and passed to a QR decomposition algorithm, preferably a
block modified-Gram-Schmidt Orthogonalization (MGSO),
and used to compute orthogonalized data {q(k)} and upper-
triangular Cholesky statistics matrix R. Each vector element
of {q(k)} is then multiplied by the same window function, and
passed through a zero-padded inverse Fast Fourier Transform
(IFFT) with output length PK, with padding factor P, prefer-
ably P=4, to form uninterpolated, spatially whitened proces-
sor weights {u(m)}, where lag index m is proportional to
target pseudodelay d(m)=m/PK. The whitened processor
weights are then used to estimate the mean-square-error
(MSE) obtaining for a signal received at each target
pseudodelay, e(m)=1-|[u(m)||*, yielding a detection statistic
(pseudodelay indicator function) with a minimum (valley) at
IFFT lags commensurate with the observed pseudodelay (al-
ternately, combiner output SINR y(m)=¢~'(m)-1 can be mea-
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sured at each target pseudodelay. The IFFT windowing func-
tion is dependent on the minimum spacing between
pseudodelays, and is designed to minimize interlag interfer-
ence (“picket fence” effect) between pilot signal features in
the pseudodelay indicator function. In the preferred embodi-
ment, and for a node capable of forming four links, a Kaiser-
Bessel window with parameter 3 is preferred.

A valley (or peak) finding algorithm is then used to detect
each of these valleys (or peaks), estimate the location of the
observed pseudodelays to sub-lag accuracy, and determine
additional ancillary statistics such as combiner output SINR,
input SINR, etc., that are useful to subsequent processing
steps (e.g., LEGO). Depending on the system application,
either the Q lowest valleys (highest peaks), or all valleys
below a designated MSE threshold (peaks above a designated
SINR threshold) are selected, and spatially whitened weights
U are interpolated from weights near the valleys (peaks). The
whitened combiner weights U are then used to calculate both
unwhitened combiner weights W=R~'U, used in subsequent
data recovery operations, and to estimate the received channel
aperture matrix A=R”U, to facilitate ancillary signal quality
measurements and fast network entry in future adaptation
frames. Lastly, the estimated and optimized pseudodelay vec-
tor 3. is used to generate ¢, (k)y=exp{-j27d.k} (conjugate of
{p11(k;n,)} during uplink receive operations, and {p,,(k;n,)}
during downlink receive operations), which is then used to
remove the residual observed pseudodelay from the informa-
tion bearing symbols. (See FIG. 38A, Items 702A,704, 702B,
706, and FIG. 38B, Item 710, for illustration of the overall
signal and the signal modified by the correct origination,
target, and pilot mask.)

In an alternate embodiment, the pseudodelay estimation is
refined using a Gauss-Newton recursion using the approxi-
mation

exp{—j2mA (k—ko)/ PK }m1—j2mA (k=) /PK

This algorithm first estimates A, providing an initial sublag
estimate of pseudodelay, before estimating the lag position to
further accuracy. The resultant algorithm can reduce the pad-
ding factor P, and reduces interpolation errors in the receive
combination weights. However, it requires estimation of an
additional IFFT using a modified FFT window, and is there-
fore not preferred in applications where DSP complexity is of
overriding importance.

The optimized combiner weights are substantively null-
steering, in that the combiner weights associated with each
originating signal will (notionally, in absence of multipath)
form a composite antenna pattern that steers nulls in the
direction of all other time-and-frequency coincident signals
(signals transmitting on the same time slot and frequency
channel) impinging on the array. However, the weights will
also (notionally, in absence of multipath) form a beam in the
direction of the originating signal, further improving perfor-
mance of the overall network. In the presence of multipath, a
clear gain pattern of this sort may not necessarily form; how-
ever, the effect of this processing will be the same, and is
typically be improved due the added diversity provided by
multipath.

In additional alternate embodiments, the combiner weights
can be further refined by exploiting known or added structure
of the information bearing symbols using blind property-
restoral algorithms. Algorithms of this sort are described in
Agee (U.S. Pat. No. 6,118,276) and Agee, et. al., (U.S. patent
application Ser. No. 08/804,619, referenced above) as well as
other disclosures in the public domain. These alternate
embodiments can reduce the size of K, or allow the airlink to
be extended into more complex systems where the linear
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combiner dimensionalities are too large to allow computation
of effective weights given the value of K employed in an
existing system.

The resultant network has several useful attributes over
prior art. It is computationally efficient, especially for nodes
receiving data from large numbers of originating nodes, since
the complex operations employed in the FFT-LS algorithm
can be amortized over multiple links. It is also rapidly con-
vergent, allowing computation of 4-element diversity com-
biner weights to attain nearly the maximum SINR obtainable
by the combiner using 8-to-16 pilot data tones. It automati-
cally detects and reconstructs data from nodes that have been
authorized to communicate with the network, or with recipi-
ent nodes within the network, and rejects nodes that are not so
authorized, allowing the network to adjust and control its
topology and information flow at the physical layer, and pro-
viding an important level of security by rejecting signals that
do not possess appropriate network or recipient pilots. It also
provides an additional level of data scrambling to prevent
occurrence of correlated interlink symbol streams that can
cause severe misadjustment in conventional linear combiner
adaptation algorithms.

In reciprocal channels, the linear combiner weights pro-
vided during receive operations can be used to simply con-
struct linear distribution weights during subsequent transmit
operations, by setting distribution weight g,(k,l;n,,n,) pro-
portional to w*! (k,1;n,,n, ) during uplink transmit operations,
and g,(k,l;n,,n,) proportional to w*,(k,1;n, ,n,) during down-
link transmit operations. The transmit weights will be sub-
stantively nulling in this system, allowing each node to form
frequency and time coincident two-way links to every node in
its field of view, with which it is authorized (through estab-
lishment of link set and transfer of network/recipient node
information) to communicate.

Among other advantages, this capability allows nodes to
independently adjust transmit power directed to other nodes
in the network, for example, to optimize capacity achievable
at that node given the total power available to it, or to mini-
mize power emitted into the network by that node given an
aggregate power requirement. This capability also allows the
node to adjust its contribution to the overall network, for
example, to maximize the total aggregate (max-sum) capacity
of the network, or to minimize network power subject to a
network-level capacity constraint. In addition, this capability
can allow the node to provide two-way communication to
authorized nodes, or in defined subnets, in the presence of
other nodes or subnets that it is not authorized to communi-
cate with, for example, adjacent cells in CMRS networks, and
adjacent (even interpenetrating), and virtual private nets. In
wireless LAN’s and MAN’s.

This capability is illustrated in FIGS. 39 and 40, the latter
being for a hexagonal network of six nodes arranged in a ring
network, with an additional direct connect between nodes A
and D. In this example, each node has been provided with a
recipient pilot for its adjacent node, e.g., node B has been
provided with recipient pilots for nodes A and C, facilitating
time-frequency coincident communication with those adja-
cent nodes. In addition, Node A has been provided with
recipient pilots fornode D, i.e., node A can communicate with
nodes B. D, or F.

The pseudodelay indicator functions (provided as a func-
tion of SINR, i.e., with peaks at observed pseudodelays) are
shown for each of the nodes. Indicator functions generated at
nodes B, C. E, and F have two strong peaks, corresponding to
pseudodelays used at their connecting nodes, plus a 10 micro-
second time-of-flight delay (assuming all nodes are synchro-
nized to GPS UTC). In addition, nodes A and D have a third
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peak at their respective delays, plus a 20 microsecond time-
of-flight delay. The pseudodelays are minimally separated by
25 microseconds for each of the originating nodes (12.5
microsecond minimal separation between all nodes), which is
easily wide enough to allow peaks from different originators
to bediscerned. In addition, the peak values (near 20 dB SINR
for all links except the A-to-D link) are detectable with a 0 dB
threshold. As Figure ##shows, the receive and transmit
weights form beam and null patterns that allow independent
links to be formed between authorized nodes, and that allow
unauthorized signals to be screened at the points or reception
and transmission.

The aperture estimates A will (also notionally, in absence
of multipath) form beams in the direction of the originating
node; however, they will ignore all other nodes in the net-
work. For this reason, they cannot be used in general to
sustain independent links. However, the aperture estimates
can be used to allow rapid reentry into the network, for
example, in packet data systems where users may quickly
begin and end signal transmissions over brief time periods
(e.g., such that the channel response has not changed substan-
tively between transmissions). The aperture estimates can
also be combined with combiner/distribution weights to form
rapid nulls again other links or nodes in the network.

The primary application area for the fully adaptive MIMO
arrays of the preferred embodiment will be below 10 GHz,
where the abilities to achieve non-L.OS and to exploit multi-
path are still possible, and where pathloss, weather effects,
and channel dynamics can be handled by adaptive arrays. The
preferred embodiment’s MIMO network will provide a
strong advantage over conventional MIMO links, by not
requiring antenna separation of 10 wavelengths to provide
effective capacity gain. The present state of the art considers
10 wavelengths to be the rule of thumb for the distance
between antennas that provides spatially independent
antenna feeds due to disparate multipath at each antenna. This
rule has greatest applicability in worst-case mobile environ-
ments subject to Rayleigh fading, i.e., where the (typically
much stronger) direct path is obscured, and propagation
occurs over many equal-power reflection paths.

The MIMO network of the preferred embodiment, how-
ever, exploits route diversity due to reception of signals from
widely separated nodes, and does not need multipath to pro-
vide the capacity gains cited for MIMO links in the present
state of the art. This enables the preferred embodiment to
employ antennas with much smaller separation, e.g., circular
arrays with half-to-full wavelength diameter, to provide
effective capacity or QoS gains. The preferred embodiment’s
exploitation of multipath can further improve performance,
by providing additional differences between gain and phase
induced at each antenna in the array. In this regards, a smaller
aperture is also better, as it reduces frequency selectivity
across individual frequency channels. Polarization diversity
can also be employed between antennas with arbitrary spac-
ing (e.g.,in “zero aperture” arrays), as well as “gain diversity”
if the antennas have distinct gain patterns.

The MIMO network of the preferred embodiment has
application in the 10-100 GHz region (for example, LMDS
bands around 25-35 GHz where mesh networks are of
increasing interest), even though these networks are likely to
employ nonadaptive directional antennas, or partially adap-
tive antennas, e.g., arrays in focal plane of directional dish
antennas, that direct high gain or “pencil” beams at other ends
of'the link, rather than fully adaptive beam-and-null steering
networks. This is due to small form factor of such antennas, as
well as pathloss, atmospheric absorption, and weather effects
prevalent above the 10 GHz band.
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The next preference is that for each channel that is dynami-
cally established, the uplink and downlink share a common
frequency (that is, the transmission and reception are on the
same frequency). This enables the establishment and exploi-
tation of channel reciprocity (CR) between pairs of nodes, the
sharing of antennae and diversity channels in transmit and
receive operations in particular nodes, and other network
advantages. The network advantages include the use of ad
hoc, single-frequency networks in bursty (data-intensive) net-
works, such as packet-switched networks, random-access
networks, or at the network “edges” (where the SINR level
threatens to overcome the network capacity). This also allows
the establishment of a two-layer time-division duplex schema
in persistent networks or channels (e.g. ones that are circuit-
switched, or perform connectionless datagram backhaul
functions), where there is an equal duty cycle in both direc-
tions. An alternative embodiment will permit asymmetric
duty cycles, and yet a third configurable balancing of duty
cycles. Additionally, in the multitone case of dual-frequency
approach (uplink and downlink using distinct frequencies),
the network uses a frequency division duplex (FDD) protocol,
preferably in combination with channel-based transmission
and reception weights.

The network advantage to the preferred embodiment is
that, instead of the network serving as a Procrustean bed to
which the communications links must be fitted out of the
combination of its environmental SINR, established proto-
cols, and channel approach, each communications link can
use the environmental SINR, protocols, and channel
approach to dynamically adapt the network’s functioning to
maximize capacity and minimize power consumption.

The second preference is that the network uses and exploits
diversity frequency transmission and reception at all nodes in
the network. This particular aspect of the preferred embodi-
ment carries the complexity and hardware cost of requiring
that each node incorporate spatially separated and shared
receive/transmit antennae, although the separation need only
be measured in tens of lambdas ofthe lowest frequency (long-
est wavelength) used by that particular node. This pragmati-
cally can create a situation where BS nodes are equipped with
larger antennae which are spatially separated by feet or
meters, and thus use far lower frequencies for ‘backhaul’ or
BS to BS transmissions; this also carries, however, the advan-
tage that SU nodes lacking such spatial separation will be
intrinsically deaf to such frequencies. (Care must be taken to
consider harmonics between BS backbone frequencies and
SU channel frequencies.)

Optionally, in an enhancement to the preferred embodi-
ment, the network would include and make use of frequency
polarization, spectral diversity, or any combination thereof, at
any subset (including a proper subset) of the network’s nodes
to provide further coding and differentiation potential. And in
another, further enhancement, the network would employ
Butler RF networks to provide common RF front-end and
scalable and expandable transceiver DSP backends in peer-
to-peer network implementations.

The third preference is that the nodes include a multitone
QAM encoder, whereby individual tones would be multiplied
by Quadrature-Amplitude-Modulated symbols to further dif-
ferentiate the signals between nodes, even those using the
same frequencies. Alternative QAM approaches would
include PSK, /4 QPSK, and 7/4-DQPSK symbols to
increase the variation potentialities. These symbols would be
generated using Trellis-Coded-Modulation (TM) encoding
over individual frequency channels and would include sev-
eral-to-one multitone symbols. One alternative embodiment
would use Reed-Solomon codes and direct mapping to sym-
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bols; other alternatives would use Turbo encoding, either at
the baseband or as part of the TM, or any combination thereof.
To aid the Viterbi decoding at the receiver the ‘tail-biting
approach would be used at the edge of the symbol blocks. To
assist the maximum capacity solution for each frequency
channel, the network would use variable information bits per
frequency channel rather than a fixed set of information bits
per frequency channel, in a method analogous to the Digital
MultiTone, Digital Signal Loss (DMT DSL) approach, trad-
ing the need for information density encoding as part of the
signal overhead for the need for all channels to be constrained
to the minimum guaranteed capacity of any environmentally
or hardware constrained channel, to avoid pathloss for the
most tightly constrained link or channel. However, rather than
insist upon this approach, the network would include the
capability to shift to a constant bits per frequency channel
approach with appropriate LEGO power management, to
enable and support the minimum-power solution for the net-
work when either power or capacity constraints determine
this is preferable.

The fourth preference is that the network adds pseudoran-
dom modulation to the symbols after encoding. This is to
eliminate the need to increase the signaling overhead by runs
of correlated symbols, as it aids in the receive adaptation
algorithms, provides discrete link encryption, thereby greatly
increasing both channel and network security, and enables
pilot-gated fast acquisition and timing recovery algorithms.
An extension to the pseudorandom modulation is the analysis
and elimination of certain detectable features by the network
in one alternate embodiment. A distinct extension is the
embedding of invariance for exploiting broader modulation,
using gated SCORE. And a third extension combines the two
extensions just described.

The fifth preference is the addition of an error detection
syndrome, or CRC block to transmissions to detect bit errors,
which would enable the initiation of a retransmission request
at the end of a packet’s reception when an error is signaled.

The sixth preference is using a computationally efficient
and fast-converging receive weight algorithm (CE&FC
RWA) to reduce the computational and hardware overhead
for each channel’s transmission and node. Variations of such
CE&FC RWA that would be used include any one, subcom-
bination, or combination, of the following: Least-Squares
Like (LS), which are also known as matrix-inversion; Block-
Update implementations (on a per-packet basis) that amortize
matrix operations over multiple data snapshots (using tones
and/or multitone symbols); and recursive single-snapshot
algorithms. Furthermore, the preferred embodiment may use
one, more than one, or all of the following for the same
purposes: calculation of autocorrelation statistics in voltage
domain (e.g. using QRD, MGSO) to minimize the complexity
and increase the accuracy of the weight-update operation;
multiport adaptation (simultaneous processing of multiple
co-channel links) on each frequency channel to amortize
autocorrelation operations over multiple users (more at BS
than SU nodes); or single-step, single-port adaptations (more
at SUs than BSs). Depending on the network constancy and
dynamic state, or static constancy, the network may vary
between uncalibrated techniques which are not dependent
upon knowledge or calculation of channel information (e.g.
the emitter location, or the elevation/azimuth separating
transmitter and receiver), non-blind and blind weight adapta-
tion techniques such as pilot-based initial weight acquisition
signaling, blind and/or pilot-aided decision-direction weight-
ing in persistent links, and blind embedded-invariance tech-
niques such as gated SCORE, in an alternative embodiment.
For pilot-aided and gated SCORE techniques the network
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would preferentially use the computationally efficient
mechanization of cross-correlation operations employing fast
transform (and in a specific embodiment, FFT) methods. In
yet other alternative embodiments the network may use com-
bined channel sounding, channel-based weight estimation, or
any combination of the foregoing.

The seventh preference is using post-combining in-chan-
nel tone equalization to remove timing and carrier offset. This
could include multiplication by constant modulus weights, as
the first preference, to remove timing and/or delay offsets;
alternatively, it could include low-complexity intertone filter-
ing to remove carrier offset and Doppler errors; and, of
course, a combination of both could be employed depending
on the environmental and hardware complexity needs, con-
straints, and costs.

The eighth, and most important preference for the pre-
ferred embodiment is that each node of the network be
capable of employing and employ retrodirective transmission
and reception modulation, wherein the transmit gains are set
proportional to the actually experienced reception weights for
the frequencies used. For single frequency links, this exploits
their potential reciprocity (especially for TDD or ad-hoc net-
works). When a TDD approach is used each data frame is
encapsulated in smaller guard frames, and the entire trans-
mission occupies a smaller portion of the available bandwidth
to similarly encapsulate it in the available bandwidth. The
signal for a one-way frame duration is further broken down to
incorporate a guard time, a data symbol, an encapsulating
cyclic prefix, a control symbol, a cyclic prefix separation the
control symbol from the acquisition symbol, and a final
encapsulating cyclic prefix. The frequency channels that
occupy the bandwidth carry bearer data fragments over frac-
tional subfragments. One embodiment for low-mobility,
fixed or portable TDD uses a 120 B Bearer Data Fragment
which is comprised of eight 15 B subfragments, 8 differenti-
ating and coordinating multitone symbols, and of 5.75 MHz
available only 4.26 MHz bandwidth, said bandwidth being
divided into 13 frequency channels, each with 320 kHz, to
provide 2 fragments per frame per link, or 6.24 Mbytes each
frame, or 4.608 Mbps as one channel (Channel 0) is reserved
for fragment resends, thereby providing the equivalent in
wireless transmission of 3 land-based T1 lines with, thanks to
the reservation and resend provision, a 10~* BER. This
embodiment further uses for each 15 B subfragment a MAC
header providing 2 B CRC and 13 B MAC data, providing 52
MAC channels and at full duplex 10.4 kbps per channel. The
acquisition symbols have 30 B pilot or synchronization data
per 320 kHz frequency channel, 32 to 64 pilot tones per
channel, and thereby provide fast acquisition for up to 32
Degrees of Freedom; and if the area is sparsely populated or
for other reasons (downtime, occupied by other transmis-
sions) less than 17 Degrees of Freedom were needed, the
excess DOF could be reused and reprovisioned to enable
dynamic channels and thereby further increase the local flex-
ibility.

The high-mobility TDD link replaces the cyclic prefixes
with nulls on the uplink and CP on the downlink, halves the
number of tones and doubles the separation of tones (from
426 to 213 tones, from 10 kHz to 20 kHz separation), and
provides halfthe DOF, but doubles the amount of overlap that
can be tolerated for the same QOS.

In the preferred embodiment for fixed, portable, and low-
mobility links, the tone layout divides the 4.26 MHz into 426
‘bins’, each of 10 kHz separation: these are then shared such
that thirteen channels, each with 32 tones covering 320 kHz,
from Channel 0 to Channel 12 are formed, with each channel
further carrying of the 32 tones a network-information-bear-
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ing tone at the bottom and top of the channel (TOand T31) that
encapsulate the content-carrying tones T1 through T30. Each
channel is modulated by a 32-tone pilot to facilitate the acqui-
sition and fine time synchronization. The 10 kHz tone sepa-
ration controls reasonable levels of time selective Multipath
(+/-100 MHz), with a cyclic buffer being added at channel
edges. The network can, should environmental or network
conditions suggest, ‘step down’ the overall frequency spread
to 160 kHz BW without affecting the fundamental stability of
the traffic algorithms or network. (See FIG. 26)

However, for high-mobility TDD links the number of bins,
pilot size, and information-bearing tones per channel are
halved, while the tone separation is doubled. This will permit
high levels of Doppler shift (+/-5 kHz) without sacrificing
QoS or content integrity; and again, the network can step
down the overall frequency spread and thus the bandwidth per
bin can be halved (from 320 kHz to 160 kHz) without affect-
ing the fundamental stability of the traffic algorithms or net-
work. (See FIG. 27)

Preferentially transmit gains are set proportionally to the
conjugate of the receive weights for that particular node and
channel. An alternative approach uses channel-based retrodi-
rective transmit gains (more for SU than BS); a second alter-
native uses channel-based directive (beam-pointing) transmit
gains (more for BS than SU); a third applies retrodirection to
in-channel preemphasis gains; and any combination of these
alternative approaches may be employed. For any such
single-frequency link the transmitting node breaks periodi-
cally (in one particular alternative embodiment every 5 msec)
to collect ACKs, NACKSs, or RTSs, that is, to monitor the link
performance as perceived by the receiving node. This
approach, though it provides all the capacity in a particular
link to a user as needed, is very compatible with small, sta-
tionary networks but less compatible with LEGO network
management due to the effects of nonstationary network
fields.

The ninth preference is that the network employs Locally-
Enabled Network Optimization (LEGO) to manage the trans-
mit power for each node (BS and SU) operating, dynamically.
This requires that relatively complex computational opera-
tions (e.g. receive weight and transmit gain calculations, mul-
titone, QAM, TCM, and the above-mentioned signal/symbol/
weight/frequency calculations) be carried out autonomously
at each node in the network, rather than limited to one class of
nodes. This further requires that as part of the network over-
head simple, network-level control parameters be passed to,
or shared by (for certain time intervals, though such may
either be hard-set invariances in the hardware, subject to
change signal, or network-alterable) all nodes in the network.
Additionally, each node would implement its power-manage-
ment algorithm to minimize transmit power and manage its
links, thereby indirectly optimizing performance over the
entire network. An alternative embodiment would effect net-
work-level optimization; and a third would combine node-
driven local determined optimization with network-level
optimization.

Although the preferred embodiment uses an algorithm that
presumes that power capacity will vary over the network, and
that establishes local maxima by favoring capacity maximi-
zation for the power constraint at each particular node in the
network (i.e. a goal driven minimization algorithm), various
alternative LEGO algorithms could be employed. For
example, if power shortfalls or constraints on any part of the
network are anticipated, then a capacity maximization subject
to that power constraint algorithm could be used. A third
alternative, presuming that the network capacity (as opposed
to the power) is the guiding constraint, sets the power mini-
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mization subject to the capacity attainment to the limit pos-
sible over the entire network. And a fourth, which is better,
sets the power minimization at each particular node in the
network subject to the capacity constraint at that particular
node.

The preferred embodiment incorporates into each node a
multitone QAM decoder, with a soft-optimized, Viterbi algo-
rithm (SOVA) embodied in the decoder, such that the network
can effect changes in the decoder at its nodes by a software or
information transmission that re-sets the hardware (EE-
PROM, FPGA, PAL, or other semiconductor chip) and soft-
ware at that node for the new decoding scheme. An alternative
embodiment with lesser cost and complexity at each node, but
lesser flexibility, is to use hard-optimized, Viterbi or Reed-
Solomon, decoders at each node in the network. A third
alternative is to combine both SOVA and HOVA decoders in
the network and establish hierarchies wherein the more flex-
ible stations moderate as needed to communicate with their
less flexible but simple contacts.

The preferred embodiment of the present form of the
invention also incorporates synchronization means for its
communications, which encompass timing estimation, car-
rier estimation, and synchronization operations as part of the
network communication and control methodologies. The pre-
ferred synchronization is to a single, universal, and com-
monly observable timing signal such as that used in GPS
operations, and occurs as part of the carrier signal (also
known as ‘GPS Sync’). An alternative embodiment would use
synchronization to a timing, carrier, or mutual offset which
would be observed at the transmission or master node during
the reception process, wherein the slaved receiver synchroni-
zation would introduce a x2 delay and carrier error at the
slaved transmitter, to avoid interference with the master trans-
mission. Another alternative embodiment would use precom-
pensation (in timing, carrier advancement, or both), to equal-
ize any timing or carrier offset observed at both ends of the
link (a means to synchronize the slaved node’s transmission).
Combinations of universal, offset, or precompensation syn-
chronization methods would be yet further alternative
embodiments.

Synchronization would be performed by including in the
transmission dedicated multitone signals (such forming part
of the set of QAM symbols used by the preferred embodi-
ment), or by using dedicated tones in each multitone symbol,
or most preferentially, by combinations of dedicated tones
and slots to maximize the synchronization possible for the
minimal transmission density. Coarse synchronization would
be performed prior to the multitone demodulation, using the
envelope features of the waveform. Fine synchronization
would be performed after multitone demodulation, using
dedicated QAM synchronization symbols and tones. For
embodiments using universal observed timing through GPS
synchronization, or using slaved transmission synchroniza-
tion, these would be performed using control or MAC chan-
nels. An alternative embodiment would bypass the synchro-
nization operation entirely by using GPS-based timing and
carrier acquisition methods. A separate alternative embodi-
ment would use blind, data-based synchronization methods,
minimizing the use of specific synchronization data.

In the preferred embodiment Transmit/Receive (T/R) com-
pensation means are employed to remove nonreciprocal
channels after shared transmit or receive operations. These
would be employed intermittently on an ‘as-needed’ basis
through transmission of specialized T/R compensation pack-
ets to initiate the compensation processing. An alternative
embodiment would use dedicated T/R compensation chan-
nels to initiate the compensation processing. And the network
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would employ loops back of the received signal data to pro-
vide the initial transmitter with the T/R channel differences.

The preferred embodiment further includes methods for
datagram network instantiations, particularly applicable for
conditions such as edge networks (e.g. where the wireless
electromagnetic communications network is connecting to
the Internet) and entirely interior networks (e.g. the ‘back-
haul’, dedicated, data-heavy, and often fiber-optic networks
of other carriers). These enable the transmission of data in
discrete datagrams, or fragments of datagrams, over multiple
routes, such as neighboring nodes, according to the availabil-
ity of transmission channel capacities. The recipient nodes
would then reconstitute the original data stream from the
received and re-ordered datagrams or datagram fragments.
The preferred embodiment mechanizes the process by incor-
porating, or enabling, both TCP/IP and FTP protocols, and
further uses fragment-level CRC’s, error detection, and
retransmission protocols to provide Zero-error, Uncommitted
Bit-Rate (ZE-UBR) services. By using reservation protocols
such as VoIP RSVP common to the industry, the preferred
embodiment can also provide Committed Bit-Rate (CBR)
service.

The preferred embodiment also incorporates means for
resolving scheduling and capacity problems, preferentially
the soft-contention and Demand-Assigned, Multiple-Access
(DAMA) scheduling means. These would primarily be
employed at network edges, though they also can serve at
‘bursty’ edge networks or handle ‘unconcentrated’ data
streams. The soft contention means minimize the effects of
data collisions and the latency due to retransmissions and/or
backoff network effects; the DAMA scheduling is principally
employed over longer sessions to maximize the network effi-
ciency.

The topology of the wireless electromagnetic communica-
tions network affects the local details of implementation of
the preferred embodiment, as different constraints and needs
dictate how the best adaptation occurs. For small network
embodiments where most, if not all of the nodes are in a
common field of view, it is not important whether the network
be in a star, ring, bus, or mesh topology. Under these condi-
tions the preferred embodiment matches each transceiver’s
Degrees of Freedom (DOF) to the nodes in the possible link
directions and equalizes them to provide node-equivalent
uplink and downlink capacity. An alternative embodiment
may also be used, depending on network traffic or user pay-
ment/preferences, wherein asymmetric transceiver assign-
ments reflect the desired capacity weighting. After the DOF
matching is completed, each node adapts the Receive Weights
to form a hard (max-SINR, null-steered) or soft (max SINR)
solution for multipath resolution for transmissions to that
node. Then explicit interference whitening for in-network
nodes, or implicit data whitening for soft nulling of out-of-
network interferers are employed for conditions, e.g. as in
Part 15 applications. Finally, retrodirective transmit gains
(whitened or unwhitened as above) are used during subse-
quent transmission operations during a channel communica-
tion. In an alternative embodiments, the Receive Weights are
directive, whitened, channel-based, or a combination thereof.

For large network embodiments the fundamental condi-
tions are different and thus a different implementation and
adaptation strategy is usually required. These include mesh
extensions of star, ring, and bus networks (see FIG. 4); and the
principal difference is that most nodes are not in a common
field of view. A greater amount of network ‘passing over’ is
required and nodes must more often serve as intermediary
rather than terminal transceivers. Under these conditions, for
each node the transceiver DOF is matched to those nodes that
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are observable during the Receive operation, and then per-
forms the symmetric equalization (or alternative, asymmetric
equalization) and other operations (and alternatives) as
described in the preceding paragraph. Under these conditions
the LEGO parameters used for management of the network
are disseminated throughout the network.

A third possible topology and concomitant operating con-
ditions occurs when the network is cellular, or has overlap-
ping subordinate or coordinating networks. Under these con-
ditions, which are particularly likely to occur under
competition, not all the nodes will be connected to the same
wireless electromagnetic communications network. A greater
potential for signal interference which is beyond the net-
work’s control results and the preferred embodiment adapts
to this constraint. Furthermore, there may be some minimal
transmissions of control, network health, or network OAMP
data through a disparate infrastructure (wired or wireless), or
even a high-rate connection through a wired infrastructure in
an alternative embodiment.

When these conditions occur and networks are in view of
each other, they can experience signal or physical overlap-
ping; in many situations, such as urban areas, there may be
heavy interpenetration. In principle there will be physical
separation of the disparate networks’ nodes, atleast as to their
geographic identity (two mobile phones generally do not
share the exact, same physical location and continue to work
when so crushed together); in practice, however, all the net-
works’ nodes share the same physical layer of the electro-
magnetic spectrum and the real world geography and hard-
ware. What ensures the continued separation of the networks
is and enforced separation at the non-physical, information
and communication layer. Alternative embodiments may
allow low-rate communication, or means for limited, or even
allowable full inter-network communication, depending on
the differing networks’ contract agreement as to communica-
tions and provisioning sharing.

Under these conditions the nodes in the preferred embodi-
ment direct nulls (hard or soft) at all observed Transmission
nodes in other networks, to minimize the interference from
and with the other network’s signals. This same approach
may be used, in an alternative embodiment, to enforce a ‘lock
out’ of unauthorized nodes in a secure network. The nulls are
further enabled using network-wide scrambling, gating, or
encryption means as described elsewhere, to differentiate the
two networks’ internal signals.

An alternative embodiment incorporates one or more
broadcast modes from network master controllers, that would
enforce common timing standards and provide broadcast, i.e.
network common information, without requiring two-way
bandwidth for such effort.

Advantages: LEGO

Among the advantages of the preferred embodiment’s
solution of the local optimizations to obtain global optimiza-
tion are the following: (1) the working target capacity objec-
tive for any given set of nodes may be rapidly reached by
iterating from an initial approximation to an acceptably-con-
strained solution with many fewer iterations overall; (2) the
power levels that solve the local target capacity objective
minimize the transmitted energy at the local node, thereby
minimizing the co-channel interference to other uses in the
network: and (3) the quantities needed for the local solution
only require local information to solve, thereby reducing
substantially the ratio between ‘control’ and ‘content’ infor-
mation, thus further enhancing the overall capacity of the
network.

Additional advantages of the preferred embodiment’s
LEGO approach are (1) that it can be solved at each node
using a very simple but powerful approximation technique
that converges rapidly to the correct solution; (2) the power
levels, at each respective node, that solve Eq. 3 actually mini-
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mize the transmitted energy at each respective node, hence (3)
minimizing co-channel interference to other users (nodes) in
the network while achieving the targeted capacity rates; and
(4) most of the quantities required for the optimization only
require local information.

Further advantages of the preferred embodiment include
the lack of any need for estimating any channel matrices., and
substantial lessening of detailed and fine calculation and
recalculation of both (1) the initial SINR ratios and (2) the
effect on each node of changing the power usage of any other
node in the network. This latter has a secondary effect of
reducing the amount of “control” information that needs to be
sent across the network, and reduces the amount of work or
complexity that has to be managed by the network controller.
LEGO Effect on the MIMO Network

By solving the optimization at the local level for each node
of'the network, the problem of network optimization becomes
a hierarchical one, where the overall problem is reduced to a
series of subproblems. The preferred embodiment’s imple-
mentation as described above, is then generalized to handle
both the power constrained unconstrained (negligible noise)
objective functions.

For the channel capacity value D, , the network performs
the optimization
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where U(m) is a collection of links in a given aggregate set m,
kis a transmission mode index, reflecting the fact that a single
link may transmit over multiple diversity channels, =, (k,q) is
the transmit power for mode k and link q, y(k,q) is the post
beamforming signal to interference noise ratio, and R, (m) is
the total allowed transmit power for aggregate set m; by
solving first the reverse link power control problem; then
treating the forward link problem in an identical fashion,
substituting the subscripts 2 for 1. The solution for the link-
level optimization as described above is then implemented at
each node, and the network solution derived therefrom.

The means used to solve D,; optimization are chosen to
minimize the amount of auxiliary channel information, or
network control information that displaces network content.
For most of the max-min objective functions described
herein, a necessary condition of optimality is that all of the
links over each link index q achieve the same capacity. We can
therefore require the constraint in Eq. 49 to be an equality For
this embodiment, the objective function that is solved at each
aggregate set m, becomes:
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65 The preferred embodiment linearizes this objective function
as a function of y(q) and optimizes it using the formulation in

EQ 28, BQ 29 and EQ 30.
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For each aggregate set m, the network now attempts to
achieve the given capacity objective, §, by (1) optimizing the
receive beamformers, using simple MMSE processing, to
simultaneously optimize the SINR; (2) based on the indi-
vidual measured SINR for each q index, attempt to incremen-
tally increase or lower its capacity as needed to match the
current target: and (3) step the power by a quantized small
step in the appropriate direction. When all aggregate sets have
achieved the current target capacity, then the network can
either increase the target capacity 3, or add additional users
(opportunistically or by signal) to exploit the now-known
excess capacity. The network controller of the preferred
embodiment is computationally extremely simple and
requires a very small feedback channel, or portion of the
control channel otherwise unused, to accomplish its tasks.

As the network evolves each independent channel is
assigned a variable rate codec optimized for the currently
achieved SINR for that link, whereby a code and associated
rate are chosen to achieve the desired bit error using any of the
Trellis Codes, interleavers, and/or Reed-Solomon codes
known to the literature.

Good network performance includes, generally, a measure
of uniform minimum performance level for all links assigned
the same quality of service (QoS). The preferred embodiment
uses Max-Min capacity criterion as disclosed above to attain
this, as it is generalizable to a wide variety of network con-
figurations. Minimizing the total power subject to arbitrary
capacity constraints f(m), as in EQ 3 and EQ 4 is also an
embodiment of interest and is easily accommodated by the
current invention. The addition of reciprocity as a feature of
the preferred embodiment allows us to state the decoupled
objective function:

D,; = max minD,(m) where EQ. 51

7y kq) m

Dymy= 3 > log(l+y(k, @)

gel(m) k

as the largest possible mutual information that can be
obtained, as the one to be used to obtain network optimality.

The reciprocity equation, Eq. 2, establishes that the net-
work’s uplink capacity will equal its downlink capacity pro-
vided that the receive weights are used to transmit and the
transmit weights to receive. Implementing the network opti-
mization in this fashion provides the following benefits: (1)
transmit weights can be obtained from receive weights; (2)
transmit and receive weights require only local information at
each node, thereby eliminating the ‘network God’ and ‘com-
mon knowledge’ problems: and (3) local optimization done
using this optimizes the entire network, both making it stable
and converging. The reciprocity equation is used particularly
to tell each node how to choose its transmit weights optimally.

An improvement over blindly substituting transmit and
receive weights, however, is in using the proper form of the
objective function that satisfies the reciprocity equation, for
that determines how to optimally adjust and select the gain
over multiple outputs and multiple inputs. The choice of the
objective function specified above dictates the algorithmic
procedure that is also specified above to optimize the net-
work.

Alternative embodiments of the network controller include
having it set the entire network target capacity objective (),
using the network controller to add a node, drop a node, or
change the target capacity objective for the nodes it governs
or the network. FIG. 41 illustrates one feasible algorithm
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whereby a new node (or a node which had earlier dropped out
of the network) enters the network. Further embodiments
include using a network control element that may, either in
addition to or in replacement for altering f§, add, drop, or
change channels between nodes, frequencies, coding, secu-
rity, or protocols, polarizations, or traffic density allocations
usable by a particular node or channel. In yet another embodi-
ment the network control element selects and manages dif-
fering constraints, not being limited just to power and capac-
ity, but also QoS, the amount of frequency spread between
channels, the multipath density allocated to any particular
pairing of nodes, or to any particular user, or any combination
and subcombination of all of the above.

Although the present invention has been described chiefly
in terms of the presently preferred embodiment, it is to be
understood that the disclosure is not to be interpreted as
limiting. Various alterations and modifications will no doubt
become apparent to those skilled in the art after having read
the above disclosure. Such modifications may involve other
features which are already known in the design, manufacture
and use of wireless electromagnetic communications net-
works, systems and MIMO networks and systems therefore,
and which may be used instead of or in addition to features
already described herein. The algorithms and equations
herein are not limiting but instructive of the embodiment of
the invention, and variations which are readily derived
through programming or mathematical transformations
which are standard or known to the appropriate art are not
excluded by omission. Accordingly, it is intended that the
appended claims are interpreted as covering all alterations
and modifications as fall within the true spirit and scope ofthe
invention in light of the prior art.

Additionally, although claims have been formulated in this
application to particular combinations of elements, it should
be understood that the scope of the disclosure of the present
application also includes any single novel element or any
novel combination of elements disclosed herein, either
explicitly or implicitly, whether or not it relates to the same
invention as presently claimed in any claim and whether or
not it mitigates any or all of the same technical problems as
does the present invention. The applicants hereby give notice
that new claims may be formulated to such features and/or
combinations of such features during the prosecution of the
present application or of any further application derived
therefrom.

FIG. 42 depicts the baseline transceiver employed in the
primary embodiment. The radio consists of a pair of antennas
and RF transceivers (frequency up/down converters and
PA’s); a digital ASIC, FPGA, or software radio component to
implement lower-PHY (LPHY) symbol modulation/de-
modulation operations, linear combining of LPHY modem
output signals during receive operations and corresponding
linear weighting and distribution of LPHY model input sig-
nals during transmit operations; an LO employing a GPS
disciplined oscillator (GPS-DO); and a software computer to
implement optional higher-layer codec and collaborative
radio applications. Typical commercially available GPS-
DO’s can provide <100 ns relative node-to-node timing error
(well within the 800 ns delay error budget provided by the
lower PHY modulation format) and <1 Hz carrier offset error
(separate from Doppler shift between nodes), stable to within
300 ns over periods of >1 hour in event of GPS outage, e.g.,
due to foliage or man-made obstructions. In TDD network
instantiations, this can allow fast (1.25 ms) node entry to the
network without the need for detailed and distributed timing
synchronization mechanisms. In absence of GPS-DO’s col-
laborative means can be implemented to allow the radios to
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synchronize to a common shared time reference by monitor-
ing broadcast signals transmitted from adjacent transceivers,
or to synchronize to GPS time and frequency standards if just
one of the transceivers in the network possesses a GPS-DO,
allowing the transceivers to be implemented at greatly
reduced cost. The baseline transceiver can to employ two
degrees of freedom during receive and subsequent transmit
operations, to set up independent ports to up to two other
transceivers in the network during transmit or receive opera-
tions, or to null one external interferer during receive opera-
tions. Antennas in the network can be polarization diverse
(transmitting and receiving on linearly independent, prefer-
ably orthogonal polarizations), spatially diverse (deployed at
spatially separated locations), or combinations of polariza-
tion and spatially diverse. It is also possible to have a single
channel transceiver capable of communicating with the net-
work, or any number of ad-hoc combinations of transceivers
of varying capabilities, likewise.

FIG. 43 depicts means for extending the baseline trans-
ceiver to larger numbers of antenna channels. The baseline
transceiver and adaptation algorithm include provisions for
routing of transmit and receive data and a modified Gram-
Schmidt orthogonalization (MGSO) statistics between
boards, in order to allow the radio to be scaled up to as many
as 8 antennas by combining 2, 3, or 4 Transceiver boards
together. A transceiver employing [ baseline transceivers can
employ up to 2L degrees of freedom during receive and
subsequent transmit operations, to establish independent
channels to up to 2L separate transceivers in a network, or to
excise up to 2L-1 external interference during receive opera-
tions.

FIG. 44 depicts an exemplary MIMO networking routing
scenario in which four transceivers with four spatial degrees
of freedom are used to route data around a four-node network
in the presence of a strong jammer. Each transceiver employs
two of its four available degrees of freedom to establish
connections with its neighboring transceivers. The remaining
degrees of freedom are then used to excise the jammer in the
center of the network, and to increase signal-to-noise ratio
(SNR) in the direction of its neighboring transceivers. In a
time-division duplex (TDD) communication network, these
connections can be used to simultaneously route data in
clockwise and counter-clockwise directions to form a counter
rotating ring network. In lightly loaded networks, this can
double the capacity available to any node in the network;
moreover, this can greatly increase availability of the network
to each node, by providing a redundant path for transmission
of data between network ports.

FIG. 45 depicts the baseline symbol and timing structure
allowing transceivers to connect with each other in a symmet-
ric time-division duplex (TDD) multinode network. Packets
are transmitted to and from uplink receive nodes and down-
link receive nodes during alternating time slots, with an
appropriate guard time, e.g., for switching between transmit
and receive modes, transmission of signaling/control and net-
work maintenance/provision packets, computation of
receiver CRC’s and decoding algorithms, and operation of
higher-layer data routing procedures. Within each slot, an
integer number of lower PHY (LPHY) symbols is transmit-
ted. The number of symbols is chosen to have a value that
allows implementation of efficient orthogonal transforma-
tions over the symbol time index. In the primary embodiment,
this number is set equal to a power-of-two, e.g., 256 symbols,
in order to use of fast Hadamard transform (FHT) operations;
however, other embodiments can employ different numbers
of symbols, e.g., allowing implementation of mixed-radix
fast Fourier transforms (FFT’s) or other linear orthogonal
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operations. Each LPHY symbol is assumed to possess a base
symbol and a cyclic prefix that is discarded during the LPHY
symbol demodulation operation, allowing the transceivers to
be insensitive to delay and multipath with maximum substan-
tive value that is less than the cyclic prefix. In the preferred
embodiment, the cyclic prefix and base symbol is set to 800 ns
and 3.2 ps, commensurate with the 802.11 OFDM traffic
PHY, and may include additional synchronization and signal-
ing symbols (external to symbols carrying traffic informa-
tion) in order to maximize commonality with 802.11 hard-
ware, and/or promote eventual coexistence and/or integration
of the invention into 802.11 networks. In the preferred
embodiment, the LPHY symbol is also either an OFDM
waveform comprising multiple subcarriers (modulated
OFDM tones) or a PAM signal equivalent to a single carrier of
an OFDM waveform, e.g., for low-rate applications. How-
ever, the invention is compatible with many different LPHY
modulation formats besides OFDM or PAM, including
spread spectrum modulation formats that spread the signal
over wide bandwidth, and LPI/LPD modulation formats that
reduce or eliminate cyclic features of the waveform.

FIG. 46 depicts exemplary means for deploying the pre-
ferred embodiment in a TDD mesh network topology, in order
to transmit data between a widely separated source and des-
tination node. In this embodiment, the network nodes are first
separated into uplink transmit nodes (downlink receive
nodes), depicted with light interiors in FIG. 46, which trans-
mit data over even time slots and receive data over odd time
slots, and uplink receive nodes (downlink transmit nodes),
depicted with dark interiors in FIG. 46, which receive data
over even time slots and transmit data over odd time slots.
Each transceiver is assumed to possess sufficient spatial chan-
nels to allow it to communicate simultaneously with at least
two of its nearest neighbors over each time interval, i.e., to
form two links between its nearest neighbors in the network,
suppress any network or external interference impinging on
the nodes, and close each individual link under channel
propagation conditions observed by that node. At high spec-
tral efficiency, e.g., in applications where the nodes must
transmit data at high rate, each node (and especially internal
nodes) may require as many as eight antennas, or four base-
line transceivers, to support MIMO networking communica-
tion. Conversely, in applications where the nodes must trans-
mit data at modest rates, e.g., VoIP communications, each
transceiver could operate with as few as two diversity chan-
nels, or a single baseline transceiver, to support needs of the
network.

Each link is given a unique link address (ILA), defined by
the transmit node address (TNA) and receive node address
(RNA), i.e., the node address (NA) of the nodes originating
and terminating that link, and the channel rank of that par-
ticular link if a true multirank MIMO link exists and is
exploited by those nodes. In the sixteen-node network shown
in FIG. 46, each LA is defined as a two-hex address compris-
ing the (RNA,TNA) for that link, with a third hex number
(equal to zero in every LA shown in the Figure) reserved to
capture the mode index (O-dominant rank) of that link. In
FIG. 46, uplinks instantiated over odd time-slots and passing
data from uplink transmit nodes to downlink receive nodes
are depicted as solid arrows, and downlinks instantiated over
even time slots and passing data from downlink transmit
nodes to downlink receive nodes are depicted as dashed
arrows. In this Figure, packets can be transported across the
entire network in 7 time slots (3.5 TDD frames).

FIG. 47 describes the baseline symbol and timing structure
for the invention, when transceivers are operated in an ad-hoc
multinode network. In the preferred ad hoc embodiment,
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traffic data is transmitted over a preset numbers of LPHY
symbols, e.g., determined at the beginning of data communi-
cations, which is larger than a minimum number of signals
N,,upeq determined by the overhead structure set aside to
implement receive adaptation algorithms at each transceiver,
and which is a convenient number, e.g., power-of-two, allow-
ing implementation of efficient data transformations in sub-
sequent processing steps. However, the preferred ad hoc
embodiment employs an overhead structure that allows
implementation of alternate methods that do not require exact
knowledge of the full packet length to implement receive
adaptation algorithms, and that can allow transmission of
packets of different length to different nodes in the network.

For certain levels of quality-of-service, the traffic packet
may be followed by an acknowledgment packet sent from the
receive node(s) back to the transmit node, comprisingN__,
LPHY symbols. As in the TDD instantiation, the traffic and
acknowledgement packets are separated by a guard time
interval, however, the time interval between traffic and
acknowledgement packets may be very short, e.g., on the
order of the Short Interframe Space (SIFS) in 802.11 com-
munications.

FIG. 48 depicts exemplary means for deploying the inven-
tion in an ad hoc mesh network topology. In this network, any
node can communicate with any other node in its field of
view, allowing the source node to simultaneously transmit
packets to any available node in the network. In FIG. 48, for
example, the source node transmits packets to five separate
intermediate (relay) receive nodes over a first traffic time slot,
and directs those nodes to transmit packets directly to the
destination node over a subsequent traffic time slot. In the
preferred ad hoc embodiment, each of the relay nodes receive
independent data, e.g., one of five subsets of data, from the
source nodes, similar to the approach employed in the TDD
embodiment. However, the invention supports an additional
macrodiverse mode in which the source node transmits iden-
tical traffic data to each intermediate node. In this case, the
intermediate nodes will form a macrodiverse transmitter that
can exploit the full network transfer function between the
source node and intermediate nodes during the first traffic
time slot, and the full network transfer function between the
relay nodes and the destination node over the second traffic
time slot.

FIG. 49 describes multiport PHY transmit operations per-
formed at transceivers using the invention; and these are
described in detail below. In order to minimize complexity of
the Figure, operations are shown for a single-carrier LPHY
modulation format, e.g., a PAM format employing a cyclic
prefix as shown in FIG. 45 and FIG. 47, or for a single
subcarrier of an OFDM LPHY. In the latter case, all opera-
tions are replicated across subcarriers, with possible excep-
tion of subcarriers that may be reserved for synchronization
purposes or for compatibility with existing wireless air inter-
faces, e.g., 802.11ag, and additional variations that may be
introduced to increase security of the network.

On the traffic path, data bits intended for each of M,
receive node are first encoded into N ., complex traffic data
symbols, e.g., complex QPSK or QAM symbols, using con-
ventional encoder technology. These symbols are then mul-
tiplexed onto the upper N_,,, input bins of an efficient
orthogonal transform operator such as a fast Hadamard trans-
form (FHT), such that at least N_,,,,.; bins of the transforma-
tion are not modulated by data during the subsequent trans-
form operation. On the overhead or “pilot” path, at least one
0ofN,,,.». bins is modulated. This bin location is chosen based
on the node address of the transmit node, and a network-wide
(e.g., time-of-day based) Transmission Security (TRANSEC)
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operation known to each node in the network, e.g., by
modulo-N,_, ., adding the TNA to a common TRANSEC
word, such that each node is modulating a unique bin during
any given traffic or acknowledgement time slot. Each port of
modulated traffic and pilot symbols are then passed through
the fast orthogonal transformation, yielding N, trans-
formed output symbols. Each port of transformed output
symbols are then multiplied by a second, pseudorandom con-
stant modulus TRANSEC receive code based on the node
address of the receive node that the transmit node is attempt-
ing to communicate with over that port and time slot, and
other information known only to the network users. The
resultant symbols are then multiplied by the M, ,xM,,,
transmit diversity weights employed at the transmitter, where
M,,,, s the number of antennas employed at the transmitter. If
those weights are determined adaptively, e.g., using knowl-
edge of reciprocity of the communication channel, this data is
further multiplied by a set of transmit-receive compensation
weights that enforce reciprocity between the transmit and
receive channels at the node. These symbols are then passed
through the LPHY symbol modulator (in combination with
symbols corresponding to other subcarriers if the transceiver
employs an OFDM LPHY), and onto the subsequent DAC,
upconversion, power amplification, and RF transmission
operations.

FIG. 50 describes multiport PHY receive operations per-
formed at transceivers using the invention; and these are
described in detail below. In order to minimize complexity of
the Figure, operations are shown for a single-carrier LPHY
modulation format, e.g., a PAM format employing a cyclic
prefix as shown in FIG. 45 and FIG. 47, or for a single
subcarrier of an OFDM LPHY. In the latter case, all opera-
tions are replicated across subcarriers, with possible excep-
tion of subcarriers that may be reserved for synchronization
purposes or for compatibility with existing wireless air inter-
faces, e.g., 802.11ag, and additional variations that may be
introduced to increase security of the network.

After RF reception, downconversion, and ADC operations
onM,,,spatial or polarization diverse antennas, data received
at each antenna is passed through an LPHY demodulator that
converts that data to N,,,xM,,,.. complex matrix representa-
tion (M,,,, columns of N,,,x1 complex data), on each sub-
carrier if the transceiver is employing an OFDM LPHY. Each
Nzzrx1 complex data vector is then multiplied by the conju-
gate of the TRANSEC receive code for that node, which
removes that TRANSEC receive code added at the transmitter
for that port (and only for ports that were intended to pass data
to that receive node). This data is then passed through the
inverse of the orthogonal transformation employed at the
transmitter, e.g., an inverse FHT, and separated into the lower
N, peq OUtput bins (an N_,,..xM,,. complex pilot data
matrix) corresponding to the pilot signal(s) employed at each
transmit node attempting to communicate with that receive
node, and N, output bins (an N, xM . complex traffic
data matrix) corresponding to the traffic data transmitted to
the receive node, as well as interference generated by other
nodes in the network or external emitters.

On the pilot path, the N_,,,.,xM,,., complex pilot data
matrix is then passed to an adaptation algorithm that detects
bins modulated by the transmitters attempting to communi-
cate with the receiver; identifies those transmitters based on
the detected bins and the TRANSEC transmit code algorithm
employed in the network, determines quality of the received
pilot symbols and (by extension) traffic data, and develops
combining weights that can extract the traffic data from the
N oM, complex traffic data matrix at the maximum sig-
nal-to-interference-and-noise ratio (max-SINR) achievable
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by the transceiver. On the training path, these combiner
weights are then applied to the traffic data matrix, and the
extracted data is then passed to a traffic decoder that decodes
the traffic data back into bits and performs additional opera-
tions employed by the communication link, e.g., bit-level data
decryption and error detection operations.

In the preferred TDD and ad hoc embodiments, each trans-
mitter uses an orthogonal transformation of the same length
during its transmit operation, generating packets of the same
time duration as well. However, in some alternate embodi-
ments different transmitters may transmit signals with differ-
ent numbers of traffic data symbols. In this case, if an appro-
priate orthogonal transformation is employed at the
transmitters, e.g., a radix-2 FHT, and the pilot symbols are
restricted to an appropriate subset of input bins in that trans-
formation, e.g., the first N, /~2° bins of an FHT, then the
first N, Symbols (or a multiple of the first N,,,,,.; sym-
bols) can be used in the receive adaptation algorithm. This can
allow the invention to be used in fully adhoc networks where
nodes can transmit packets of arbitrary length. However,
receive combiner weights obtained through this process may
exhibit misadjustment relative to optimal weights for the
traffic data, as the pilot symbols may not experience the full
processing gain of the FHT.

FIG. 51 describes multiport PHY receive adaptation opera-
tions performed in the primary embodiment of the invention;
and these are described in detail below. On each subcarrier,
the N, ,..xM,,,complex pilot data matrix is first passed to a
whitening operation such as a modified Gram-Schmidt
orthogonalization (MGSO) or other QR decomposition
(QRD) that separates the pilot data X into an N_,,,,., <M.,
whitened data set satisfying Q”Q=I, and an M, xM,,,, sta-
tistic vector R that captures the autocorrelation of X, e.g., the
Cholesky decomposition of X*”X. The Q matrix is then ana-
lyzed (across multiple subcarriers for OFDM LPHYs) to
detect all of the modulated pilot bins. This information is used
to unambiguously determine the TNA of each node attempt-
ing to communicate with the receiver. Once this determina-
tion has been made, the link SINR, whitened linear combiner
weights, and subsequent unwhitened combiner weights are
computed for each transmitted signal (and subcarrier for
OFDM LPHYs).

FIG. 52 describes receive packet detection, address asso-
ciation, and link SINR estimation performed in the primary
embodiment of the invention; and these are described in detail
below. The adaptation algorithms are uncalibrated, i.e., they
do not exploit knowledge of the shaping, polarization, or
physical placement of antennas used by the transceiver, and
can be used to instantiate arbitrary network topologies,
including point-to-point links, star networks, ring networks,
or full mesh networks. When deployed in point-to-point links,
successive iterations of the transmit and receive adaptation
algorithm causes each transceiver to adapt its multiport com-
biner and distribution weights to the eigenmodes (left and
right eigenvectors) of their MIMO internode channel
response, typically in 2-to-4 TDD frames (5-10 ms). The
resultant fully adaptive link can approach the Shannon capac-
ity of the MIMO communication channel, regardless of the
rank or distribution of the eigenvalues of that channel.

FIG. 53 describes transmit adaptation algorithms per-
formed in the primary embodiment of the invention. The
baseline system employs network-wide collaborative link
optimization rules referred to in [2] as locally enabled global
optimization (LEGO), which optimize network-wide mea-
sures of network quality using retrodirective transmit weight
adaptation and local (link layer) power management instruc-
tions. The approach exploits the ability to form nulls during
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transmit operations to intelligently manage interference pre-
sented to other nodes transmitting or communicating in the
same frequency channel. This includes other nodes operating
on the same network, and nodes operating on disconnected
networks, without the need for higher-layer cross-communi-
cation between interference nodes or networks.

Also described below is also describe an alternate embodi-
ment in which the adaptive receive combining weights are
adapted to completely separate intended links with maximum
signal-to-interference ratio rather than SIR, i.e., to direct
“hard nulls” at each transmitter attempting to communicate
with the node during the receive time slot so that interlink
interference is completely removed during the receive opera-
tion, and to direct corresponding hard nulls back at the
intended links during subsequent transmission opportunities.
Although this algorithm does introduce some misadjustment
(particularly during receive operations), it can improve the
stability of the LEGO transmit adaptation algorithms in
highly dynamic communication networks.

The resultant fully-adaptive system provides a much more
versatile solution than competing multilayer receive-adaptive
techniques such as BLAST and STP, which only approaches
the Shannon capacity in full-rank (i.e., high multipath) chan-
nels. In particular, the fully-adaptive system can use its diver-
sity degrees of freedom (DoFs) to provide substantive trans-
mit gain in low-rank channels found in airborne and rural
conditions. The fully-adaptive system can also use these
DoFs to excise interference impinging on either end of the
link due to other nodes operating in the same frequency band,
hostile jamming of the link. In addition, the fully adaptive
system provides an automatic power control mechanism
(LEGO Algorithm) that can be used to maximize capacity
(high throughput applications) or minimize transmit power
(LPD applications), depending on the requirements of the
system at any point during a mission. These attributes greatly
increase the flexibility, range of operation, and application of
the approach.

Moreover, the weight adaptation procedure is decoupled
from operations used to encode data onto each transmitter
port (channel eigenmode) and decode data taken from the
corresponding receive port at the other side of the link, with-
out expensive multilayer decoding, encoding, and cancella-
tion procedures employed in receive-adaptive methods. This
greatly reduces the complexity and reaction time of the trans-
ceiver, by allowing the transmit/receive weights to quickly
adjust to highly dynamic environments encountered in mili-
tary use scenarios.

The fully adaptive point-to-point link seamlessly extends
to collaborative multimode networks. In particular, each
transceiver employs the same multiport linear processor
structure to form simultaneous links to multiple neighbors in
multinode networks. The resultant MIMO networking strat-
egy (first disclosed in [1]) exploits the additional inherent
route diversity of star, ring, or mesh networks, to provide the
benefits of MIMO processing in a network setting.

The MIMO network illustrated in FIG. 44 displays a mini-
malist-model, four-node, network that is operating in the
presence of a jammer. In this figure, nodes employ the mul-
tiport linear receive and transmit operations discussed above,
to establish multiple simultaneous links with their neighbors.
In the presence of point-to-point link diversity (high-rank
MIMO channel response between communicators), e.g.,
polarization or multipath diversity, nodes may establish mul-
tiple connections between their neighbors. In the absence of
such link diversity, or if desired by the network, the nodes
may alternately establish simultaneous connections with
their neighbors. These connections can be used to directly
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source data to these neighbors, or transmit data through these
neighbors to more distant destination nodes. In the example
shown in FIG. 46, this strategy doubles the amount of data
transportable to or from any node in the network—even if no
link diversity exists on any of the internode channels (rank-1
internode channel response). More generally, this strategy
allows the capacity of each node to grow linearly with the
number of antennas at that node, even in nondiverse commu-
nication scenarios such as airborne systems, desert combat
scenarios, and ship-to-ship/shore naval communication net-
works, while maintaining the ability to provide superlinear
throughput increases at low power levels. Moreover, this
strategy allows unused DoFs to be used for other purposes,
including excision of strong jamming likely to be encoun-
tered in battlefield conditions.

The symbol and timing structure for the baseline Phase 1
Lower-PHY (LPHY) is illustrated in FIG. 45. In order to
simplify the Phase 1 lower PHY and requisite RF transceiver
hardware, the method and system can employ a linear PAM
LPHY with a 250 kHz symbol rate (4 us lower PHY symbol
period). In FIG. 45, the PAM symbol shape is assumed to be
a4 usrectangle comprising a 3.2.mu.s base pulse, used during
demodulation operations, and an 800 ns cyclic prefix that is
discarded during demodulation operations. The resulting
LPHY modem can be consequently be modeled as a single
subcarrier of an 802.11g-like OFDM symbol, allowing the
radio to be easily scaled to much wider bandwidths in later
program phases. In addition, many other linear-PAM LPHY s
are also consistent, including spread spectrum modulation
formats that spread the signal over wide bandwidth, and LPI/
LPD modulation formats that reduce or eliminate cyclic fea-
tures of the waveform. The nominal ADC and DAC rates for
the transceivers can be 5 Msps, well within the capability of
low SWaP/cost systems.

The multiport PHY transmit/receive operations are illus-
trated in FIG. 47. At the transmitter, a frame of data intended
for each transmit port is encoded to QAM using forward error
correcting (FEC) encoding, organized into blocks of 240
QAM symbols, multiplexed with a transmit pilot that is
unique to each node or transmit node address (TNA) in the
network, and spread over the frame and PHY subcarriers
using a fast Hadamard transform (FHT). The transmit pilot is
designed to allow implementation of computationally effi-
cient adaptive detection and reception algorithms at the
intended receiver(s) in the network, without the need for prior
knowledge of that pilot at the receiver. Sixteen Hadamard
bins (software provisionable at each node based on the num-
ber of antennas employed by that node) set aside for pilot
transmission add only 6.25% (16/256) overhead to the com-
munications network, allowing effective node detection,
receive adaptation, and node data extraction in one TDD slot
(1.25 ms), with as many as eight antennas per transceiver.
However, the number of pilot bins can be easily modified in
software, or even provisioned on a dynamic basis, e.g., to
improve the performance of receive adaptation algorithms
when more complex transceivers enter the network, or to
increase link throughput as those radios leave the environ-
ment.

After the FHT, the combined information and transmit
pilot are modulated by a pseudorandom receive TRANSEC
pilot, unique to the intended receiver or receive node address
(RNA) in the network. If needed, the TRANSEC pilot is also
frequency compensated to remove Doppler shift anticipated
at the intended receiver, allowing the link to operate effec-
tively velocities much higher than those anticipated in the
Phase 1 demo. The TRANSEC output data is then passed
through a linear distribution network (transmit beamformer)
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that can place beams in the direction of up to M ,,,, targeted
receive nodes for a transceiver with M, transmit antennas.
Alternately, the transmit beamformer can place up to 20 log; ,
(M ;) energy in the direction of a single targeted receive
node, allowing effective data transfer at a much lower power
and consequent intercept footprint.

At the receiver, the processor strips off the receive
TRANSEC pilot, simultaneously scrambling signals from
any unauthorized user, and revealing the unique transmit
pilots from each authorized user attempting to contact the
receiver during that receive frame. The resultant data is
passed to a computationally efficient, Modified Graham-
Schmidt Orthogonalization (MGOS) based joint detection
and signal extraction processor, which simultaneously
detects each authorized pilot in the environment, and devel-
ops multiport receive combiner weights that excise interfer-
ence in the communication channel (including self-interfer-
ence from other authorized users). These weights are
dewhitened and applied to the information-bearing signal
after the inverse FHT (IFHT), and used to adapt retrodirective
distribution weights used during subsequent transmit opera-
tions. The combined receive TRANSEC and IFHT spreading
operations guarantees that the receive algorithm will apply
equal interference rejection to the pilot and data symbols, for
any interferer impinging on a node during its receive time
slot.

The baseline system employs network-wide collaborative
link optimization rules referred to as locally enabled global
optimization (LEGO), which optimize network-wide mea-
sures of network quality using retrodirective transmit weight
adaptation and local (link layer) power management instruc-
tions. The approach exploits the ability to form nulls during
transmit operations to intelligently manage interference pre-
sented to other nodes transmitting or communicating in the
same frequency channel. This includes other nodes operating
on the same network, and nodes operating on disconnected
networks, without the need for higher-layer cross-communi-
cation between interference nodes or networks. This capabil-
ity, originally developed for optimization of point-to-multi-
point cellular networks in wireless local-loop (AT&T
Wireless Project Angel) and wireless metropolitan area net-
works (IEEE 802.16), cannot be employed in systems that do
not perform transmit adaptation. This method and system can
extend the LEGO approach to game theoretic methods that
may perform this network optimization over a wider range of
applications, networks, and optimization criteria.

The complexity of the method and system are shown in
FIGS. 49-53. System complexity can be divided into two
components: an FPGA coreware component, comprising
regular operations that are easily implemented using field-
programmable gate arrays or ASIC’s, and a DSP software
component. FPGA coreware operations can include the lower
PHY modem, transmit and receive beamforming (linear dis-
tribution and combining operations), transmit/receive
TRANSEC operations, and FHT/IFHT operations. The DSP
software operations can include the MGSO operation, node
discovery, and weight dewhitening operation. In both such
cases, complexity is calculated in DSP clock cycles per sec-
ond, for a hypothetical DSP hardware element that can com-
pute a simultaneous real add and a real multiply in 4/3 clock
cycle (1 clock cycle with 33% derating for memory transfer
operations). Complexity is further divided by the number of
transceiver ports (simultaneous transmit and receive chan-
nels), to provide a measure of the DSP cost of each link used
accessed by the transceiver.

The overall complexity of the DSP component of trans-
ceiver operations (adaptive algorithm) is less than 200 kcps
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for the phase 1 system, or well within the capabilities of a
low-cost DSP components. Similarly, the overall complexity
of'the FPGA component of transceiver operations is less than
30 Mcps, which easily fits on the commercially available
FPGA and in fact can be implemented using moderate cost
DSP components.

Assuming low power rate-1 BPSK QAM encoding on each
link, the resultant system can provide a PHY throughput (data
rate into the MAC layer) of 96 kbps (192 kbps full duplex), or
establish 12 simultaneous 48 kbps full-duplex data links (576
kbps network transfer rate) between each node-pair in a four-
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node ring network, using a single two-channel transceiver at
each node in that network and a simple 250 ksps PAM lower
PHY. Assuming an active bandwidth of 250 kHz, this corre-
sponds to a spectral network efficiency of over 2 bps/Hz. This
efficiency and bandwidth scales linearly with the number
bits/symbol employed in the QAM encoding operation.
Because the ring network establishes a counterrotating ring
that can transfer data over two simultaneous routes, the reli-
ability of the collaborative network increases dramatically—
by over 2 nines if each node in the network as a two nines
reliability!

Detailed Embodiment Description
Parameter Definitions, Equations and Glossary

Network Parameters:

Network parameters: Defaut Index #
My«= Number of node addresses (active nodes) in the network Variable (1.1.01)
M; = Number of link addresses (active links) in the network Variable (1.1.02)
Mp = Number of network-layer port addresses in the network My, (Mp,—- 1) (1.1.03)
Mg, = Number of network-layer route addresses in the network Variable (1.1.04)
Network addresses: Range
my, = Node address (NA) 1:Mpy4 (1.1.05)
My = Transmit Node address (TNA) 1:Mpy4 (1.1.06)
mpy4= Receive Node address (RNA) 1:Mpy4 (1.1.07)
mgy,= Source Node address (SNA) 1:Mpy (1.1.08)
Mpy4= Destination Node address (DNA) 1:Mpy4 (1.1.09)
m; 4= Link address (LA) 1:Mz4 (1.1.10)
mg; 4= Return link address (RLA) 1:Mz4 (1.1.11)
mp,= Network-layer port address (PA) 1:Mp, (1.1.12)
mp4= Network-layer route address (PA) 1:Mp, (1.1.13)
Network mappings:
Hag(my 4) = [Mgp, Mpp ]connected by link m; 4. Alternate notation py,(m; o), (1.1.14)
Man4(mz 4) can also be used to refer to individual elements of pyy.
Lpp(mzy) = TDD wubframe used by link my 4 (a4 My ) transmits over (1.1.15)
TDD subfrarne
Hrpp(Myg))
Wz4(M7ng,Mpag) = Address of link connecting TNA myn, to RNA mzp, (0 if no LA) (1.1.16)
U001y, 0) = [0 g Mipae] = 1z 4 (Mgazgs M) = My
Ngr4(mz ) = Return link address (RLA) for link my ,: (1.1.17)
Haa(mz g) = [Mzn.s Mena = Pvs(Rrra(Mzg)) = [Mpaze Moy
kona(Mpype) = Adapt bin used by TNA myy, (same for all links emanating from (1.1.18)
Myp4) over frame my.,,,.. Same for all links emanating from m zy .
Datalink Parameters:
Address-independent datalink parameters: Default
N, odee = Maximum data encoding rate (can be noninteger) 8 (1.2.01)
Ngzr= Hadamard bins per frame 256 (1.2.02)
Nempea= Hadamard bins reserved for adaptation (<Ngzp) 16 (1.2.04)
M,,,p.q= Modulated bins per port (sN,,,4./N,0r) 16 (1.2.05)
Ngase = Hadamard bins reserved for data (<Nzz7— Noupeq) 240 (1.2.03)
M, = Hadamard bins modulated by data (<Ng,,,) 240 (1.2.03a)
N,.»= Subcarriers per OFDM symbol 64 (1.2.06)
M,,» = Modulated subcarriers per OFDM symbol 52 (1.2.07)
Mg.iar= QAM data symbols per physical data frame 12,480 (1.2.08)
Norpar= OFDM symbols per physical data frame 312 (1.2.09)
Morpar= Modulated OFDM symbols per PPDU 256 (1.2.10)
Nipp= Data frames (TDD subframes) per TDD frame 2 (1.2.11)
Tzpr{us) = Duration of OFDM FFT in microseconds (ps) 32ps  (1.2.12)
Tompor(ks) = Duration of OFDM symbol in ps 4ps  (1.2.13)
T,ex(1is) = Duration of OFDM cyclic prefix (guard interval) in ps 08pus  (1.2,14)
TpppeAlis) = Duration of data PPDU in ps 1,024 s (1.2.15)
T pume(lis) = Duration of data frame in ps 1,250 us  (1.2.16)
T rerx(1s) = Duration of TxRx turnaround time in ps 2us  (1.2.17)
Tms(us) = Duration of interframe space (guard time interval) in 226 us (1.2.1%8)
ps, inclusive of Tz,
T rop(ps) = Duration of OFDM cyclic prefix (guard interval) ps 2500 ps  (1.2.19)
f..»(MHz) = Subcarriers spacing in MHz (OFDM LPHY) 0.3125 MHz (1.2.20)

W acaive(MHz) =

Active bandwith of signal in MHz

16.25 MHz (1.2.21)
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-continued

Detailed Embodiment Description

Parameter Definitions, Equations and Glossary

Node-address dependent datalink parameters: Default
N,n:= Antennas available at node Variable (1.2.22)
M,,..= Antennas used at node (<N_,,,) Variable (1.2.23)
N, o= Physical ports supportable at node (<N,,,,) Variable (1.2.24)
M,,,.= Physical ports used at node (<N,,,,) Variable (1.2.25)
Link-address dependent datalink parameters: Default
M_og0. = Codec rate employed on link (0=>no data Variable (1.2.26)
transported)
M,;, = Bits/frame Tx"d over the line (M;, * M, pz00), 0= Variable (1.2.27)
none
Node-address independent datalink indices: Range
Ngyr= Physical FHT input bin index 1 Ngzr (1.2.28)
mzzr= Logical FHT input bin index 1:Mggr (1.2.29)
My, = Logical data bin index 1 Myara (1.2.30)
m,,,,.;= Logical adaptation bin index 1 M,peq  (1.2.31)
n,,,= Physical subcarrier index 1: N5 (1.2.32)
m,,;= Logical subcarrier index 1: M, (1.2.33)
Mg = Logical QAM data index LMo (1.2.34)
Norpar= Physical OFDM symbol index 1 Nomoar  (1.2.35)
Mpgpar= Logical OFDM symbol index 1 Mporpar  (1.2.36)
Nopp= TDD subframe index (TDD instantiations) 1I:Ngpp (1.2.37)
Npume= Data frame index (ignores TDD framing) — (1.2.38)
Node-address dependent datalink indices: Range
n,,.= Physical antenna index 1:N,,.. (1.2.39)
m,,, = Logical antenna index 1:M,,,, (1.2.40)
n,.,= Physical port index IN,o (1.2.41)
m,,,,..= Logical port index 1M, (1.2.42)
My, = Logical frame index, shared by consecutive node =0 (1.2.43)
receive and transmit frames
Link-address dependent datalink indices: Range
m,;, = Logical data bit (codes input) index 1:M,,, (1.2.44)
Datalink mappings:
Vemped Mempeq) = Physical Hadamard bin modulated by logical transmit pilot bin m,,,,;.; (1.2.45)
V gz Myase) = Physical Hadamard bin modulated by logical data bin my,,, (1.2.46)
v,.»(My,,;) = Physical suhcarrier modulated by logical subcarrier m, , (1.2.47)
f,.5(M,,,) = Physical baseband link frequency of logical subcarrier my,, (1.2.48)
VpameMpames Mypp) = Physical frame carrying PPDU with frame index my,,,,., TDD (1.2.49)
subframe index Mg, ;-
MpordMzq) = Logical transmit or receive port (as appropriate) providing data for (1.2.50)
link address m; 4. By convention, the same logical port is used on the
return path, my,q,{Mz.4) = Vpord{Mer.e), Mprs = Hrra(Mz4).
Wy 4(M,,,,) = LA serviced by port m,,,,. Inverse of 1, (m; ). (1.2.51)
Data and Parameter Arrays:
Transmit data arrays: Dimensions
B va(Mpy,n.) = Transmitted bits transmitted, frame my,,., My;xM,,,,, (1.3.1)
Brna(Mpame) = [braa(limsame) - - -
b1t Mo M) s
bna(Myprs Mpym,) = bits Tx’d from node myp 4 over
port Mpore
Mo = HpordIMz4), Where pyps(Myq) = Mg
Qrva(My 5o Mpme) = QAM data transmitted, subcarrier my,;, frame: my,,,.., MzaeaXMpor,  (1.3.2)

H
Azva (15 Msupy M frame)
QTNA (Msps mframe) =

Uivia Mz My Mrgme)

QTNA(M 15 M 555 M) = QAM data Tx’d on data bin

Myata

92
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-continued

Detailed Embodiment Description
Parameter Definitions, Equations and Glossary

Doy (msul”mframe) =

Corna (msubamfmme) =

FHT input data, subcarrier my,,, frame mg., .,
dffya (15 Mebs Mprcme)
Drva(Mgups Mprame) = :
a4 (Mprr Mo, Mprame)

TRANSEC-scrambled FHT output data, subcarrier
My, frame Mparmer

4 (15 My, Mpyme)
Crna(Mup, Mprame) = :

H
c7vaMoFpu; Msub, Mprame)

MorpaEMper (1.3.3)

MorpakM,0n (1.3.4)

S (Mg, 1, Mysy,.) = OFDM modulator input data, suhcarrier m,,,, frame MorpaigM,,,, (1.3.5)
Mpamer
sthva(1; Myp, M)
Stva(Mgups Mframe) = :
b4 Mo Fpat; Moub, Myrame)
Transmit parameter arrays: Dimensions

Ranu (msul”mframe) =

RNA TRANSEC code, suhcarrier my, ;, frame mg,,,,.;
TOW MM, = receive code for node mpy 4 =
Hen(lz g (Mpor,))

TRNA (mport;msub5mﬁame) =

1 (msubamframe;p'RNA (4 (mport))) >

MorpaEMper (1.3.6)

Grvg(Myy 5o Mpme) = TNA distribution weight, subcarrier my,z, frame my,,, .- M, XM, (1.3.7)
YRLA(Mpme) = Target return-link SINR’s, frame mg,,,, . 1xM,,,, (1.3.8)
hz,(mg,,) = Transmit subcarrier mask (OFDM LPHY), M,,.x1 (1.3.9)
Ao (Msun)Tpac
hry (M) = (L]hTRC(msub)
sin(fous (Maw ) Tpac
where Tp e = 1/fp 4 is the (node-specific) DAC output
sample period.
hrgpc{m,,,;) = Transmit-receive compensation weights, equalizes M,,.x1 (1.3.10)
path differences between the RF switch and the DAC
(transmit path) and ADC (receive path) at each node in
the network. Computed during scheduled
Transmit/receive compensation events.
Receive data arrays: Dimensions
XMy Mpgme) = OFDM demod output data, subcarrier m,,;, frame MorpaiiMa,: (1.3.11)
Mpame.
Y (M5 Mpame) = TRANSEC-descrambled FHT output data, subcarrier MezxM,,,,  (1.3.12)
M5, frAMe My gy
Vita (L Myp, Mpame)
Y riva (Mupr Mprame) = :
Yita MoFDA: Wb, Mpame)
P ava(Mg 5o Mprme) = Deembeded pilot data, subcarrier my, ;, frame mg.,,- M uped¥Man, (1.3.13)
Plya(L; Myp, Mpame)
Prva(Msup» Mprame) = :
Plya M mbedt, M Mfrme)
Z pna(Mgy M) = Deembeded QAM data, subcarrier my,,, frame mg,,,,- Myo®¥M,,,,  (1.3.14)
Qraua(My, 2, M) = Demodulated QAM data, subcarrier m,, frame myg.,,.. MzaeXMpor,  (1.3.15)
Bana(Msy,,.) = Decoded bits, frame my,,,,. My xM,,,,,  (1.3.16)
Receive parameter arrays: Dimensions
TaNA (Mo Mme) = NA TRANSEC code, subcarrier my,z, Mg e Morpakl  (1.3.17)
Used at node mgy, during receive operations, and at
nodes attempting to communicate with node mzgp4
during their transmit operations.
W ana(M M s,.) = RX combiner weights, subcarrier my,,,, frame my,,,,,.. M, &M, (1.3.18)
A (M, 5Mg.) = RX spatial signature estimates, subcarrier m,, ;, frame M, XM, (1.3.19)
Mpame
Yr.4(MgpMp ) = Estimated link SINR’s, suhcarrier m, z, frame mg.,,.. 1xM,,,, (1.3.20)
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-continued
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Detailed Embodiment Description

Parameter Definitions, Equations and Glossary

Conceptual parameter arrays (not generated, but referred to in operations):

Dimensions

tnva(Mpme) = [Sparse] NA transmit pilot, subcarrier m,,,, frame
M e
trnt(Mame) = VMempese(Kans (Mpame))
Crgr= Unitary Walsh transformation matrix
Sjae= Shift matrix, maps logical data bins to FHT input bins
Spior= Shift matrix, maps logical pilot bins to FHT input bins
Sgzr= Shift matrix, maps logical bins to physical FHT input

bins,
Spar= [Spilot Sdata)

Mopeaxl  (1.3.21)

(13.22)
(1.3.23)
(1.3.24)
(1.3.25)

MperXMegr
MpgrXM g
MgzxM

‘pilot
MperXMegr

Upper-PHY Signal Processing Operations:

Transmit Operations

Starting with the transmit bits By, (m,,,.) to be transmitted

over logical subcarrier m_,,, and logical frame mg,,,,.. per-

form the following operations.

Step TP1: Separately encode each row of transmitted bits
BTN, (mg,,,,.) into QAM symbols, and map to subcarriers
to form QAM transmit data Q. (M, 4,Mj.,,.)- The bit-to-
QAM encoder is not specified here. However, the default
encoder will be operations cited in the 802.11a standards
specification.

Step TP2: Embed the transmit pilot, and map pilot & data to
FHT input bins

T
NN frame )L

D1y (M, M frame) = SFuT 2.1.1)

Qrva(Msup, M frame)

= pilor(fTNA(mframeﬂLpon) + (2.1.2)

SdataQrx Msuss M frame)

Step TP3: Embed receive pilot for RNA’s communicating
with the node.

Craa(Msr Mpam ) =RrNA(Mgyss Mpam M (CrarDna
(M mframe))

Step TP4: Distribute the embedded data over the output
antennas.

(2.1.3)

Stna (P P ) =( Lag, Fm/ 1o M) (Crn (Mo

Mame) GINg My Mpame))s (2.1.4)

where “-*” denotes the element-wise multiply operation, and
1,,1s the Mx1 all-ones vector.

Two algorithms are specified here to adapt transmit distri-

bution weights { G, (0,,M;,,,.0)}

A retrodirective max-SINR approach that sets
{Gna(my,pmy,,, )} proportional to the receive
weights that maximize signal-to-interference-and-noise
ratio (SINR) on the return path, and

A retrodirective max-SIR approach that sets {G,(m,, .,
mg,,,..)} proportional to the receive weights that maxi-
mize signal-to-interference ratio (SIR), i.e., that provide
hard transmit nulls, on the return path.

The max-SIR approach is recommended for initialization of
new links; the max-SINR approach is recommended for
steady state operation and tracking. The max-SINR transmit
weight adaptation algorithm is described in Section 3.2. The
max-SIR transmit weight adaptation algorithm is described in
Section 4.2.
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Receive Processing Operations

Starting with the multiantenna data Xgn,(0,,..M4,,.)
received and OFDM-demodulated over logical subcarrier
m,,, and logical frame my,,,,., perform the following opera-

sub

tions.

Step RP1: Remove the receive pilot, and inverse-FHT
descrambled data

_ H,
Yana (P Ppame) =Crut (7 paia(Ps mﬁame)lM,,,,,

nga) ) Xrna Psri My ame)) (2:2.1)

Step RP2: Separate pilot & data components
Prna(Meritr M) =Spitor: Yrna Psuit Mreame) (2.2.2)
Xrna (P Mpeame)=Saata” Yroa(Psuit Mpame) (2.2.3)

Steps RA, TA: Detect transmit pilots and estimate their
SINR’s v, (M,,4,Mp.,.) (Sections 3.1, 4.1).
Compute combiner weights {Wy, ,(m,,,.m;, . )} (Sec-
tions 3.1, 4.1).
Compute distribution weights {Gp,(m,,;,my.,,..)} to be
used on the return path (Sections 3.2, 4.2).

Step RP3: Recover the QAM link data:

Ornva (Mot mﬁame):ZRNA (M mframe) WanaMsus
mframe)

(2.2.4)

Two algorithms are specified here to adapt receive combiner
Welghts {(WRNA(msubimframe)}s
A retrodirective max-SINR approach that adapts {W
(m,,,,.m,,,..)} to maximize signal-to-interference-and-
noise ratio (SINR) of the received pilot data, and
retrodirective max-SIR approach that adapts
{Wanu(m,,,,m, . )} to maximize signal-to-interfer-
ence ratio (SIR) of the received pilot data, i.e., that
provide hard receive nulls to separate the signals of
interest to the node.
The max-SIR approach is recommended for initialization of
new links; the max-SINR approach is recommended for
steady state operation and tracking. The max-SINR transmit
weight adaptation algorithm is described in Section 3.2. The
max-SIR transmit weight adaptation algorithm is described in
Section 4.2.
Max-SINR Adaptation Algorithm
Adaptive Receive Algorithm
Starting with the multiantenna received and deembedded
pilot data (referred to as Pz, (m,,,,) or Px, as appropriate to
simplify arguments) received and OFDM-demodulated over
logical subcarrier m,,,, and logical frame mg,,,., perform the
following operations

A
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Step RA1: Compute QRD of Pgy, (my, 5,Mp, )

{Q(mgp), R(mgy)} = QRDAPrya (Msup, M frame)} such that (3.1.1)
Rmsun)} = chol{ Pl s (Msub, M rame) PRV (Misut, M frame )} (B.1.2)
= chol{ Py Prva (Msups M frame)} (3.1.3)
Clngp) = R (mgp) (3.1.4)
QUtaan) = Prva (hsubs 1 rome)Clitsus), (QF (150 )Qisi) = D) 31-9)
4" (1; me) (3.1.6)

) G (Memped; Msup)

Step RA2: Detect candidate TNA transmit pilots and spatially
whitened adaptation weights

N empec: M) = |G empect: s (3.1.7)
1(Membed’; Msub) (3.1.8)
Y Mempea; Msup) = 7———
1 = n(Memped; Msub)
My (3.1.9)
Cdet Mempea) = Vs Z 110g2(1 + Y Memped; Msup))
M=
M
{Memped (M)} = (3.1.10)
e Cet (Membed (A1) 2 Cihresn, and
Mempea (M) satisfying
Cet (Membed (M) 2 Cder (Mempea (M + 1))
Uger (M) = (3.1.11)
V Menped [qManped(1); Msup) - G(Mamped(Mer); M)
Nater(Msup) = [ Memped (1); Msup) . N Membed Maer); Mmsp)]  (3.1.12)
VederMsup) = [y (Membea (1); Msup) ... V(Membed (Maer); Mswp)]  (3.1.13)

Step RA3: If spatial signature estimates A, (m,,,,) are avail-
able, where A, (m,,) is the import column of
A, (my,,) (see Step RAG), associate detected transmit
pilots with receive ports and link addresses.

Uport(mdet; Mgp) = ct (mxub)apon(mpon;mxub) (3.1.14)
p(mder,mpon; Mgp) = B.L135)
2
|uger (Mers Msup W port (Mporss Mgp )|
M embedts Teter Mers W edpore Mporss Map)lI>

Comatch (Mdet» mport) = (3.1.16)

Msup
T D 1081+ Mt ma ). Mo M)

0 =L

M 3.1.17

{Mer (mpoﬂ)}m:;::l = argglax{cmarch (Myer; mport)} ( )

det
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Step RA4: Drop and add ports, based on the port matching
statistic Cmatch(mdeﬂmport)'

3.1.18)
drop . (
= argmax {max{cmarch (Mger mport)} < Crhrexh}

Mport \ Mdet

M
{Mdropht

M M
{maaal) ““ = Mae & {mder(mpon)}m;;::l (.1.19)
Mpore & Mpore — Marop + Maad (3.1.20)

3.121)

e e Vo1 = (e I Nt o) U

Step RAS: Assign receive ports and link statistics 1 ,(m,, ;)
and Yra (msub)'

TILA(mpom' msub):ndet(mdet(mport) Moup) (3.1.22)
YLt Ppor s Miip) Y der P gl Mooy )i ) (3.1.23)
U oy 1) U e P e )i 1) (3.1.24)
Ul p)=[u(1imep) - - - My M) (3.1.25)

Step RA6: Estimate spatial steering matrices { Ay, (m,,,,
Sframe

AR_NA(msubxmﬁame):CH(msub) Ulmg,z) (3.1.26)

Step RA7: Compute combiner weights {Wgy,
(msubimframe) } .

W RNt (P s P ) =C (M) Ul 1) (3.1.27)

Adaptive Transmit Algorithm

Starting with the receive weights Wz, (m,, ,,m.,,..) given in
(3.1.27) and target SINR’s vy, , for the return link, perform
the following operations.

Step TA1: Scale whitened transmit weights,

YRLA(MRLA) (3.2.1)

RLA (Mpory) = ————,
K P 1+ Yrea(mprs)
Mport = Mpor(MRLA) = Hpor(MRLA)

1RLA Pport) (3.2.2)

TRLA Mporss Mup) & ————————,
1A (Mpores Msup)

(M4 (Mpors; Mep) given in (3.1.22))

Step TA2: Compute distribution

(msub5mframe) }

weights  {Gy

GmA(msub:mﬁame):[\/mevA(1amsub) s
\/n(Mpon’msubjWR_NA(Mport’msub)]
The target SINR’s can also be derived from rate targets based
on performance of the codec’s used in the system, or from
capacity targets {Cp, ,(m,; ,)} or spectral efficiency targets
{crra(mg; )}, via the formula

(3.2.3)

Cr1.4(Mar.)=1.63Crr4(Mar )/ Wocrive (3.24)

YRLA(mRLA):}\‘gap(2CRLA(mRM)_1)CRLA(mRLA) (3.2.5)

Where 1.63=1/0.6144 is the inverse efficiency of the airlink,
which includes overhead for transmit pilots (0.9375 effi-
ciency), the OFDM cyclic prefix (0.80 efficiency) and TDD
framing (0.8192 efficiency), and where A, is the SNR cod-
ing gap of the QAM codec. Target SINR, rate, or capacity can
be set at either end of the link, i.e., as a transmitter design goal
or as a control parameter passed from the link or network. In
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the first two cases, this adaptation is referred to here as locally
enabled network optimization (LEGO).

Note that steps (3.2.1)-(3.2.3) adjust output power to meet
a link SINR (or link rate or capacity) criterion. That is, the
system will attempt to adjust transmit power at each node to
meet this criterion. Also note that steps (3.2.1)-(3.2.3) require
no information from other links in the network, including
links originating from the same node. While this can be a
highly desirable attribute in many applications, it has some
drawbacks in practice. In particular, if the target SINR’s are
set too high, the resultant network can fail to converge and
drive its transmitters into saturation. This event can be
detected by computing the conducted power into each
antenna,

Mpore (3.2.6)

Pria(Man) = Mytr D 100Maras Mpor)*

Mporr=1

and monitoring P,; ,(m_, ) to ensure compliance with con-

ducted power requirements.

In addition, the convergence time of the LEGO algorithm
can be slow, especially during initial acquisition of multiple
links. This performance can be improved by employing a
max-SIR algorithm that forms hard nulls during the initial
link acquisition period. This algorithm is easily implemented
as an extension of the max-SINR algorithm described above.
Max-SIR Adaptation Algorithm
Adaptive Receive Algorithm
Starting with the multiantenna received and deembedded
pilot data X, (m,,;.mg., ) (referred to as X (m,,,) or X5,
as appropriate to simplify arguments) received and OFDM-
demodulated over logical subcarrier m,,, and logical frame
mg., ... perform the following operations.

Step RAl: Compute QRD of Pgy,(my,,,mg,,,.), using
(3.1.1)-(3.1.6).

Step RA2: Detect candidate TNA transmit pilots and spa-
tially-whitened max-SINR adaptation weights using
(3.1.7)-(3.1.13).

Step RA3: If spatial signature estimates Az, (m,,,,) are avail-
able (see Step RA7), associate detected transmit pilots with
receive ports and link addresses, using (3.1.14)-(3.1.17).

Step RA4: Drop and add ports using (3.1.18)-(3.1.21).

Step RAS: Assign max-SINR whitened transmit/receive
weights and link statistics using (3.1.22)-(3.1.25).

Step RA6: Estimate spatial steering matrices { Ay, (m,,,,
mg,,..)} using 3.1.26.

Step RA7: Compute combiner weights {W gy, (m,,,,
mg,,..)}, using (3.1.27).

Step RA7.1: Compute null-steering receive weights and
SINR’s

C. ) = (U ig)U (o)™ @1

Nra(Mposyes M) < 1/ diag{C, (mgy)} 4.1.2)
(replaces 1pa(Mpog, Msyp) provided by (3.1.22))
LA Mpors Msup) 4.1.3)
(Mposres Msup) — T———————
Tealposr g 1 = 1724 M pors; Msup)
(replaces Yz (Mpor, Msy) provided by (3.1.22))
Wirna (Msubs M frame) < Wrna Misup, M) Cu (M) “4.1.4)
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Adaptive Transmit Algorithm
Starting with the transmit weights Wy, (m,,,,mg,,..) given
in (4.1.4) and target SINR’s v, , for the return link, perform
the following operations.
Step TA1: Compute Mgr,(m,,,,,) using (3.2.1).
Step TA1.1: Compute power scaling 7(m,,,,,,;m

sub

) using

T s P NRLA PN 14 Py ) Mg 4 (P

Mg,p)given in (3.1.22)) 4.2.1)

Step TA2: Compute combiner weights {Gy, (.M., }

using 3.2.3
The target SINR’s can also be derived from rate targets based
on performance of the codec’s used in the system, or from
capacity targets {Cg, ,(mg; ) or spectral efficiency targets
(Crrs(mp; )}, using (3.2.4)-(3.2.5), and conducted power
can be monitored using (3.2.6). In addition, the SINR and SIR
estimates given by (3.1.23 and (4.1.3) can be used to detect
“overloaded network” conditions where the max-SIR solu-
tion is misadjusting significantly from the max-SINR result.
While this invention has been described with reference to one
or more illustrative embodiments, this description is not to be
construed in a limiting sense. Various modifications and com-
binations of the illustrative embodiments, differing order of
the sub-steps (including parallel and partial processing for
one or more operations thereof), as well as other embodi-
ments of the invention will be apparent to those skilled in the
art upon referencing this disclosure. It is therefore intended
this disclosure encompass any combination of the specifics
described here and such modifications or embodiments. Fur-
thermore, the scope of this invention includes any combina-
tion of the subordinate parts from the different embodiments
disclosed in this specification, and is not limited to the spe-
cifics of the preferred embodiment or any of the alternative
embodiments mentioned above. Individual configurations
and embodiments of this invention may contain all, or less
than all, of those disclosed in the specification according to
the needs and desires of that user. The claims stated herein
should further be read as including those elements which are
not necessary to the invention yet are in the prior art, particu-
larly that referenced and incorporated herein thereby, and are
necessary to the overall function of that particular claim, and
should be read as including, to the maximum extent permis-
sible by law, known functional equivalents to the specifica-
tion’s disclosure, even though those functional equivalents
are not exhaustively detailed herein or individually claimed
below due to the legal preferences for limiting the number of
claims and the law’s intent to negate any requirement for
combinatorial explosion for overly-detailed description and
claiming of known and foreseeable alternatives.

Although the present invention has been described chiefly
in terms of the presently preferred embodiment, it is to be
understood that the disclosure is not to be interpreted as
limiting. Various alterations and modifications will no doubt
become apparent to those skilled in the art after having read
the above disclosure. Such modifications may involve other
features which are already known in the design, manufacture
and use of adaptive and transitional MIMO systems, both
hardware and associated software therefore, and which may
be used instead of or in addition to features already described
herein.

The examples herein are not limiting but instructive of the
embodiment of the invention, and variations which are
readily derived through programming or embedded hardware
transformations which are standard or known to the appro-
priate art are not excluded by omission. Accordingly, it is
intended that the appended claims are interpreted as covering
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all alterations and modifications as fall within the true spirit
and scope of the invention in light of the prior art.

Additionally, although claims have been formulated in this
application to particular combinations of elements, it should
be understood that the scope of the disclosure of the present
application also includes any single novel element or any
novel combination of elements disclosed herein, either
explicitly or implicitly, whether or not it relates to the same
invention as presently claimed in any claim and whether or
not it mitigates any or all of the same technical problems as
does the present invention. The applicants hereby give notice
that new claims may be formulated to such features and/or
combinations of such features during the prosecution of the
present application or of any further application derived there
from.

The invention claimed is:

1. A method comprising:

receiving, by a first node, a first transmission from a second

node;

determining, based at least in part on the first transmission,

aplurality of transmission levels, respectively, for a plu-
rality of time-frequency channels;

generating a signal that comprises a recipient-based first

pseudorandom sequence; and

transmitting the signal, via the plurality of time-frequency

channels and using the plurality of transmission levels,
as at least part of an orthogonal frequency division mul-
tiplexing (OFDM) second transmission via one or more
antennas of a plurality of antennas of the first node.

2. The method of claim 1, wherein the signal comprises the
recipient-based first pseudorandom sequence modified with
user data that is associated with the second node.

3. The method of claim 1, wherein the signal comprises the
recipient-based first pseudorandom sequence modified by an
originator-based second pseudorandom sequence and an
originating node index overlay.

4. The method of claim 1, wherein the generating the signal
comprises generating the signal to further comprise an origi-
nator-based complex sinusoid that identifies an originator of
the OFDM second transmission.

5. The method of claim 1, wherein the generating the signal
comprises generating the signal to further comprise an origi-
nator-based pseudorandom sequence and an originator-based
complex sinusoid that identifies an originator of the OFDM
second transmission, wherein a first portion of the OFDM
second transmission comprises a first portion of the signal
modified by user data associated with the second node, and
wherein a second portion of the OFDM second transmission
comprises a second portion of the signal that is not modified
by the user data.

6. The method of claim 1, wherein the signal comprises a
pilot signal.

7. The method of claim 1, wherein the transmitting com-
prises transmitting the OFDM second transmission to mul-
tiple recipients using a multiple access scheme.

8. The method of claim 1, wherein the generating the signal
comprises generating the signal to comprise:

user data;

the recipient-based first pseudorandom sequence, wherein

the recipient-based first pseudorandom sequence iden-
tifies a recipient of the OFDM second transmission;

an originator-based second pseudorandom sequence that

identifies an originating group, associated with the
OFDM second transmission, that comprises the first
node; and

an originator-based complex sinusoid that identifies an

originator of the OFDM second transmission.
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9. The method of claim 1, wherein the generating the signal
comprises generating the signal to further comprise an origi-
nator-based complex signal component that identifies an
originator of the OFDM second transmission.

10. The method of claim 1, wherein a first portion of the
OFDM second transmission comprises a first portion of the
signal modified by user data associated with the second node,
and wherein a second portion of the OFDM second transmis-
sion comprises a second portion of the signal that is not
modified by the user data.

11. The method of claim 1, wherein the generating the
signal comprises generating the signal to comprise:

user data;

the recipient-based first pseudorandom sequence;

a second pseudorandom sequence that identifies an origi-
nating group, associated with the OFDM second trans-
mission, that comprises the first node; and

a complex signal component that identifies an originator of
the OFDM second transmission.

12. The method of claim 11, wherein each of the recipient-
based first pseudorandom sequence, the second pseudoran-
dom sequence, and the complex signal component is a pilot.

13. The method of claim 1, wherein the first node com-
prises a base station and the OFDM second transmission
comprises a downlink OFDM transmission.

14. A method comprising:

receiving, by a first node, a first transmission from a second
node;

determining, based at least in part on the first transmission,
aplurality of transmission levels, respectively, for a plu-
rality of tones;

generating a signal that comprises a recipient-based first
pseudorandom sequence modified by an originator-
based second pseudorandom sequence and an originat-
ing node index overlay; and

transmitting the signal, using the plurality of tones and the
plurality of transmission levels, as at least part of an
orthogonal frequency division multiplexing (OFDM)
second transmission via one or more antennas of a plu-
rality of antennas of the first node.

15. The method of claim 14, wherein the signal comprises
the recipient-based first pseudorandom sequence modified
with user data that is associated with the second node.

16. The method of claim 14, wherein the transmitting com-
prises transmitting the OFDM second transmission to mul-
tiple recipients using a multiple access scheme.

17. The method of claim 14, wherein the signal comprises
a pilot signal.

18. The method of claim 14, wherein the generating the
signal comprises generating the signal to further comprise an
originator-based complex signal component that identifies an
originator of the OFDM second transmission.

19. The method of claim 14, wherein a first portion of the
OFDM second transmission comprises a first portion of the
signal modified by user data associated with the second node,
and wherein a second portion of the OFDM second transmis-
sion comprises a second portion of the signal that is not
modified by the user data.

20. The method of claim 14, wherein the generating the
signal comprises generating the signal to comprise:

user data;

the recipient-based first pseudorandom sequence;

the originator-based second pseudorandom sequence,
which identifies an originating group, associated with
the OFDM second transmission, that comprises the first
node; and
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an originator-based complex signal component that iden-
tifies an originator of the OFDM second transmission.

21. The method of claim 20, wherein each of the recipient-
based first pseudorandom sequence, the originator-based sec-
ond pseudorandom sequence, and the originator-based com-
plex signal component is a pilot.

22. The method of claim 14, wherein:

the signal is associated with the second node; and

the OFDM second transmission comprises a multi-tone
OFDM symbol that comprises at least a portion of the
signal modulated at a first range of the plurality of tones,
and further comprises another signal, associated with a
third node, modulated at a second range of the plurality
of tones.

23. The method of claim 14, wherein the first node com-
prises a base station and the OFDM second transmission
comprises a downlink OFDM transmission.

24. The method of claim 14, wherein the recipient-based
first pseudorandom sequence is a pilot.

25. A method comprising:

receiving, by a first node, a first transmission from a second
node;

determining, based at least in part on the first transmission,
aplurality of transmission levels, respectively, for a plu-
rality of tones;

generating a signal that comprises a recipient-based first
pseudorandom sequence and an originator-based com-
plex sinusoid; and

transmitting the signal, using the plurality of tones and the
plurality of transmission levels, as at least part of an
orthogonal frequency division multiplexing (OFDM)
second transmission via one or more antennas of a plu-
rality of antennas of the first node, wherein the origina-
tor-based complex sinusoid identifies an originator of
the OFDM second transmission.

26. The method of claim 25, wherein the signal comprises
the recipient-based first pseudorandom sequence modified
with user data that is associated with the second node.

27. The method of claim 25, wherein the signal comprises
the recipient-based first pseudorandom sequence modified by
an originator-based second pseudorandom sequence and an
originating node index overlay.

28. The method of claim 25, wherein a first portion of the
OFDM second transmission comprises a first portion of the
signal modified by user data associated with the second node,
and wherein a second portion of the OFDM second transmis-
sion comprises a second portion of the signal that is not
modified by the user data.

29. The method of claim 25, wherein the transmitting com-
prises transmitting the OFDM second transmission to mul-
tiple recipients using a multiple access scheme.

30. The method of claim 25, wherein the generating the
signal comprises generating the signal to comprise:

user data;

the recipient-based first pseudorandom sequence;

a second pseudorandom sequence that identifies an origi-
nating group, associated with the OFDM second trans-
mission, that comprises the first node; and

the originator-based complex sinusoid that identifies the
originator of the OFDM second transmission.

31. The method of claim 30, wherein each of the recipient-
based first pseudorandom sequence, the second pseudoran-
dom sequence, and the originator-based complex sinusoid is
a pilot.
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32. The method of claim 25, wherein:

the signal is associated with the second node; and

the OFDM second transmission comprises a multi-tone

OFDM symbol that comprises at least a portion of the
signal modulated at a first range of the plurality of tones,
and further comprises another signal, associated with a
third node, modulated at a second range of the plurality
of tones.

33. The method of claim 25, wherein the first node com-
prises a base station and the OFDM second transmission
comprises a downlink OFDM transmission.

34. The method of claim 25, wherein the recipient-based
first pseudorandom sequence is a pilot.

35. A method comprising:

receiving, by a first node, a first transmission from a second

node;

determining, based at least in part on the first transmission,

aplurality of transmission levels, respectively, for a plu-
rality of tones;

generating a signal that comprises a recipient-based first

pseudorandom sequence, an originator-based pseudo-
random sequence, and an originator-based complex
sinusoid; and
transmitting the signal, using the plurality of tones and the
plurality of transmission levels, as at least part of an
orthogonal frequency division multiplexing (OFDM)
second transmission via one or more antennas of a plu-
rality of antennas of the first node,
wherein the originator-based complex sinusoid identifies
an originator of the OFDM second transmission, and

wherein a first portion of the OFDM second transmission
comprises a first portion of the signal modified by user
data associated with the second node, and wherein a
second portion of the OFDM second transmission com-
prises a second portion of the signal that is not modified
by the user data.

36. The method of claim 35, wherein the signal comprises
the recipient-based first pseudorandom sequence modified
with the user data.

37. The method of claim 35, wherein the signal comprises
the recipient-based first pseudorandom sequence modified by
the originator-based pseudorandom sequence and the origi-
nator-based complex sinusoid.

38. The method of claim 35, wherein the transmitting com-
prises transmitting the OFDM second transmission to mul-
tiple recipients using a multiple access scheme.

39. The method of claim 35, wherein the originator-based
pseudorandom sequence identifies an originating group,
associated with the OFDM second transmission, that com-
prises the first node.

40. The method of claim 35, wherein:

the signal is associated with the second node; and

the OFDM second transmission comprises a multi-tone

OFDM symbol that comprises at least a portion of the
signal modulated at a first range of the plurality of tones,
and further comprises another signal, associated with a
third node, modulated at a second range of the plurality
of tones.

41. The method of claim 35, wherein each of the recipient-
based first pseudorandom sequence, the originator-based
pseudorandom sequence, and the originator-based complex
sinusoid is a pilot.

42. The method of claim 35, wherein the first node com-
prises a base station and the OFDM second transmission
comprises a downlink OFDM transmission.

43. The method of claim 35, wherein the recipient-based
first pseudorandom sequence is a pilot.
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44. A method comprising:

receiving, by a first node, a first transmission from a second

node;

determining, based at least in part on the first transmission,

aplurality of transmission levels, respectively, for a plu-

rality of tones; generating a signal that comprises:

user data;

arecipient-based first pseudorandom sequence, wherein
the recipient-based first pseudorandom sequence
identifies a recipient of an orthogonal frequency divi-
sion multiplexing (OFDM) second transmission;

an originator-based second pseudorandom sequence
that identifies an originating group, associated with
the OFDM second transmission, that comprises the
first node; and

an originator-based complex sinusoid that identifies an
originator of the OFDM second transmission; and

transmitting the signal, using the plurality of tones and the

plurality of transmission levels, as at least part of the

OFDM second transmission via one or more antennas of

a plurality of antennas of the first node.

45. The method of claim 44, wherein the signal comprises
the recipient-based first pseudorandom sequence modified
with the user data.

46. The method of claim 44, wherein the signal comprises
the recipient-based first pseudorandom sequence modified by
the originator-based second pseudorandom sequence and an
originating node index overlay.

47. The method of claim 44, wherein a first portion of the
OFDM second transmission comprises a first portion of the
signal modified by the user data associated with the second
node, and wherein a second portion of the OFDM second
transmission comprises a second portion of the signal that is
not modified by the user data.

48. The method of claim 44, wherein the transmitting com-
prises transmitting the OFDM second transmission to mul-
tiple recipients using a multiple access scheme.

49. The method of claim 44, wherein:

the signal is associated with the second node; and

the OFDM second transmission comprises a multi-tone

OFDM symbol that comprises at least a portion of the
signal modulated at a first range of the plurality of tones,
and further comprises another signal, associated with a
third node, modulated at a second range of the plurality
of tones.

50. The method of claim 44, wherein each of the recipient-
based first pseudorandom sequence, the originator-based sec-
ond pseudorandom sequence, and the originator-based com-
plex sinusoid is a pilot.

51. The method of claim 44, wherein the first node com-
prises a base station and the OFDM second transmission
comprises a downlink OFDM transmission.

52. The method of claim 44, wherein the recipient-based
first pseudorandom sequence is a pilot.

53. A method comprising:

receiving, by a first node, a first transmission from a second

node;

determining, based at least in part on the first transmission,

aplurality of transmission levels, respectively, for a plu-
rality of tones;

generating a signal, associated with the second node, that

comprises a recipient-based first pseudorandom
sequence; and

transmitting the signal, using the plurality of tones and the

plurality of transmission levels, as at least part of an
orthogonal frequency division multiplexing (OFDM)
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second transmission via one or more antennas of a plu-
rality of antennas of the first node,

wherein the OFDM second transmission comprises a

multi-tone OFDM symbol that comprises at least a por-
tion of the signal modulated at a first range of the plu-
rality of tones, and further comprises another signal,
associated with a third node, modulated at a second
range of the plurality of tones.

54. The method of claim 53, wherein the signal comprises
the recipient-based first pseudorandom sequence modified
with user data.

55. The method of claim 53, wherein the signal comprises
the recipient-based first pseudorandom sequence modified by
an originator-based second pseudorandom sequence and an
originating node index overlay.

56. The method of claim 53, wherein the generating the
signal comprises generating the signal to further comprise a
complex signal component that identifies an originator of the
OFDM second transmission.

57. The method of claim 53, wherein a first portion of the
OFDM second transmission comprises a first portion of the
signal modified by user data, and wherein a second portion of
the OFDM second transmission comprises a second portion
of the signal that is not modified by the user data.

58. The method of claim 53, wherein the transmitting com-
prises transmitting the OFDM second transmission to at least
the second node and the third node using a multiple access
scheme.

59. The method of claim 53, wherein the generating the
signal comprises generating the signal to comprise:

user data;
the recipient-based first pseudorandom sequence;

a second pseudorandom sequence that identifies an origi-
nating group, associated with the OFDM second trans-
mission, that comprises the first node; and

a complex signal component that identifies an originator of
the OFDM second transmission.

60. The method of claim 59, wherein each of the recipient-
based first pseudorandom sequence, the second pseudoran-
dom sequence, and the complex signal component is a pilot.

61. The method of claim 53, wherein the first node com-
prises a base station and the OFDM second transmission
comprises a downlink OFDM transmission.

62. The method of claim 53, wherein the recipient-based
first pseudorandom sequence is a pilot.

63. A first node comprising:
a plurality of antennas; and
circuitry configured to:

determine, based at least in part on a first transmission
received from a second node, a plurality of transmis-
sion levels, respectively, for a plurality of time-fre-
quency channels; and

cause a signal, comprising a recipient-based first pseu-
dorandom sequence, to be transmitted via the plural-
ity of time-frequency channels and using the plurality
of transmission levels, as at least part of an orthogonal
frequency division multiplexing (OFDM) second
transmission via one or more antennas of the plurality
of antennas.

64. The first node of claim 63, wherein the circuitry is
configured to generate the signal to further comprise a com-
plex pilot that identifies an originator of the OFDM second
transmission.
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65. The first node of claim 63, wherein a first portion of the
OFDM second transmission comprises a first portion of the
signal modified by user data associated with the second node,
and wherein a second portion of the OFDM second transmis-
sion comprises a second portion of the signal that is not
modified by the user data.

66. The first node of claim 63, wherein the circuitry is
configured to generate the signal to comprise:

user data;

the recipient-based first pseudorandom sequence;

a second pseudorandom sequence that identifies an origi-
nating group, associated with the OFDM second trans-
mission, that comprises the first node; and

acomplex signal component that identifies an originator of
the OFDM second transmission.

67. The first node of claim 66, wherein each of the recipi-
ent-based first pseudorandom sequence, the second pseudo-
random sequence, and the complex signal component is a
pilot.

68. The first node of claim 63, wherein the first node
comprises a base station and the OFDM second transmission
comprises a downlink OFDM transmission.

69. The first node of claim 63, wherein the recipient-based
first pseudorandom sequence is a pilot.

70. The first node of claim 63, wherein the signal comprises
the recipient-based first pseudorandom sequence modified
with user data that is associated with the second node.

71.The first node of claim 63, wherein the signal comprises
the recipient-based first pseudorandom sequence modified by
an originator-based second pseudorandom sequence and an
originating node index overlay.

72. The first node of claim 63, wherein the circuitry is
configured to generate the signal to further comprise an origi-
nator-based complex sinusoid that identifies an originator of
the OFDM second transmission.

73. The first node of claim 63, wherein the circuitry is
configured to generate the signal to further comprise an origi-
nator-based pseudorandom sequence and an originator-based
complex sinusoid that identifies an originator of the OFDM
second transmission, wherein a first portion of the OFDM
second transmission comprises a first portion of the signal
modified by user data associated with the second node, and
wherein a second portion of the OFDM second transmission
comprises a second portion of the signal that is not modified
by the user data.

74. The first node of claim 63, wherein the signal comprises
a pilot signal.

75. The first node of claim 63, wherein the circuitry is
configured to cause the OFDM second transmission to be
transmitted to multiple recipients using a multiple access
scheme.

76. The first node of claim 63, wherein the circuitry is
configured to generate the signal to comprise:

user data;

the recipient-based first pseudorandom sequence, wherein
the recipient-based first pseudorandom sequence iden-
tifies a recipient of the OFDM second transmission;

an originator-based second pseudorandom sequence that
identifies an originating group, associated with the
OFDM second transmission, that comprises the first
node; and

an originator-based complex sinusoid that identifies an
originator of the OFDM second transmission.

77. The first node of claim 63, wherein the circuitry com-

prises a processor.
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78. A system comprising:
a first node comprising:
a plurality of antennas; and
first circuitry configured to:
determine, based at least in part on a first transmission
received from a second node, a plurality of trans-
mission levels, respectively, for a plurality of time-
frequency channels; and
cause a signal, comprising a recipient-based first
pseudorandom sequence, to be transmitted via the
plurality of time-frequency channels and using the
plurality of transmission levels, as at least part of an
orthogonal frequency division multiplexing
(OFDM) second transmission via one or more
antennas of the plurality of antennas; and

a second node comprising:
at least one antenna; and
second circuitry configured to determine whether to pro-

cess the OFDM second transmission, received via the
at least one antenna of the second node, based at least
in part on the recipient-based first pseudorandom
sequence.

79. The system of claim 78, wherein the signal comprises
the recipient-based first pseudorandom sequence modified
with user data that is associated with the second node.

80. The system of claim 78, wherein the first circuitry is
configured to generate the signal to comprise:

user data;

the recipient-based first pseudorandom sequence, wherein
the recipient-based first pseudorandom sequence iden-
tifies a recipient of the OFDM second transmission;

an originator-based second pseudorandom sequence that
identifies an originating group, associated with the
OFDM second transmission, that comprises the first
node; and

an originator-based complex sinusoid that identifies an
originator of the OFDM second transmission.

81. The system of claim 78, wherein the first circuitry is
configured to cause the OFDM second transmission to be
transmitted to multiple recipients using a multiple access
scheme.

82. The system of claim 78, wherein the first circuitry
comprises a first processor and the second circuitry comprises
a second processor.

83. The system of claim 78, wherein the signal comprises
the recipient-based first pseudorandom sequence modified by
an originator-based second pseudorandom sequence and an
originating node index overlay.

84. The system of claim 78, wherein the signal further
comprises a complex pilot that identifies an originator of the
OFDM second transmission.

85. The system of claim 78, wherein a first portion of the
OFDM second transmission comprises a first portion of the
signal modified by user data associated with the second node,
and wherein a second portion of the OFDM second transmis-
sion comprises a second portion of the signal that is not
modified by the user data.

86. The system of claim 78, wherein the first circuitry is
configured to generate the signal to comprise:

user data;

the recipient-based first pseudorandom sequence;

a second pseudorandom sequence that identifies an origi-
nating group, associated with the OFDM second trans-
mission, that comprises the first node; and

a complex signal component that identifies an originator of
the OFDM second transmission.
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87. The system of claim 86, wherein each of the recipient-
based first pseudorandom sequence, the second pseudoran-
dom sequence, and the complex signal component is a pilot.
88. The system of claim 78, wherein the first node com-
prises a base station and the OFDM second transmission
comprises a downlink OFDM transmission.
89. The system of claim 78, wherein the recipient-based
first pseudorandom sequence is a pilot.
90. A method comprising:
receiving, by a first node, a plurality of transmissions from
a plurality of other nodes;

determining, based at least in part on the plurality of trans-
missions, a plurality of transmission levels, respectively,
for a plurality of time-frequency channels;

generating a plurality of recipient-based pseudorandom

sequences associated, respectively, with the plurality of
other nodes; and

transmitting the plurality of recipient-based pseudoran-

dom sequences, via the plurality of time-frequency
channels and using the plurality of transmission levels,
as at least part of an orthogonal frequency division mul-
tiplexing (OFDM) transmission via one or more anten-
nas of a plurality of antennas of the first node.

91. The method of claim 90, wherein the transmitting the
plurality of recipient-based pseudorandom sequences com-
prises transmitting the plurality of recipient-based pseudo-
random sequences modified with user data.

92. The method of claim 90, wherein the transmitting the
plurality of recipient-based pseudorandom sequences com-
prises transmitting the plurality of recipient-based pseudo-
random sequences each modified by an originator-based
pseudorandom sequence and an originating node index over-
lay.
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93. The method of claim 90, further comprising generating
a complex signal component that identifies an originator of
the OFDM transmission, wherein the transmitting comprises
transmitting the complex signal component via the one or
more antennas.

94. The method of claim 90, wherein a first portion of the
OFDM transmission comprises a first portion of the OFDM
transmission modified by user data, and wherein a second
portion of the OFDM transmission comprises a second por-
tion of the OFDM transmission that is not modified by the
user data.

95. The method of claim 90, wherein each of the plurality
of recipient-based pseudorandom sequences is a pilot.

96. The method of claim 90, wherein the transmitting com-
prises transmitting the OFDM transmission to at least the
plurality of other nodes using a multiple access scheme.

97. The method of claim 90, wherein the transmitting com-
prises transmitting:

user data;

the plurality of recipient-based pseudorandom sequences;

another pseudorandom sequence that identifies an origi-

nating group, associated with the OFDM transmission,
that comprises the first node; and

a complex signal component that identifies an originator of

the OFDM transmission.

98. The method of claim 97, wherein each of the plurality
of recipient-based pseudorandom sequences, the another
pseudorandom sequence, and the complex signal component
is a pilot.

99. The method of claim 90, wherein the first node com-
prises a base station and the OFDM transmission comprises a
downlink OFDM transmission.
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